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ABSTRACT: 

In the present study, a nonlinear three-dimensional finite element analysis has been used to 

predict the load-deflection and moment-rotation behaviors of composite encased beams consisting of 

preflex steel sections using the finite element computer program (ANSYS V. 10). Composite 

encased beams are analyzed and a comparison is made with available experimental moment-rotation 

curves, good agreement with the experimental results is observed. Camber of steel section is 

introduced on the steel section of the composite beams encased in concrete. It is found that using of 

preflex section can increase the ultimate load capacity of the composite encased beam by relatively 

(15%) and also it is found that rotations are nearly (65% to 80%) the rotations of the same beam 

without preflex steel section. Parametric studies have been carried out to study the increasing of the 

moment-carrying capacity due to the use of encased concrete for the laminated partially encased 

beams; meanwhile the slip along the composite partially encased beams length is studied. The strain 

distributions along the steel section and encased concrete depth are also examined. Poisson’s ratio of 

concrete, the effect of cambering of steel-section and the effect of mesh refinement are also 

investigated. 

 

KEYWORDS: Concrete Encasement, Finite Element Analyses, ANSYS Computer Program, 

Preflexing, Headed Studs. 

  

 :الخلاصة
 منحند  تحدر  لاطةدةطريقة العناصر المحددد  لتتحتيدا الطخطدي يطيدي اد عداد   غلد  ل در  , أستخدم في الدراسة الحالية

الددد راح لتعت ددام المرك ددة   التددي تحتدد   لاتدد  لانصددر فدد دغ  مينددي م تدد   الخرسددانة  - الهطدد ا   كددغل  العدد م - كددا مددح الحمددا
تدم تحتيدا العت دام المرك دة غ ام المقداطغ الم ت دة    (.ANSYS V. 10)  اسدتخدام  رنداما العناصدر المحددد  لتتحتيدا ادنادا ي الدد

تم مطحظة ت افق جيد  يح النتا ا المستحصتة مح ال رناما   , الد راح مغ النتا ا العمتية المت فر – ا منحنيام الع م تمم مقارنة نتا
لقددد لدد حظ  ددخح اسددتخدام المقدداطغ . فددي المقطددغ ال دد دغ  لتعت ددام المرك ددة الم ت ددة  الخرسددانة( أنينددا )تددم ت ليددد تحدددي   .النتددا ا العمتيددة

  كددغل  لدد حظ  ددخح , (٪١٥)مرك ددة   الم ت ددة  الخرسددانة يددزد  الدد   يدداد  ةا تيددة تحمددا تتدد  العت ددام  مقدددار المينيددة فددي العت ددام ال
تدم دراسدة تدخيير  جد د الخرسدانة الم ت دة  .مح الد راح لتعت دام التدي تحتد   لاتد  مقداطغ مينيدة( ٪٪٨٪ ال  ٥٦)الد راح يترا ح ما يح 

في تت  ادينا  تم دراسة الت حتق الغ  يحدث فدي , ية المرك ة   الم ت ة ج  ياً  الخرسانةلات   ياد  ةا تية تحما الع  م لتعت ام القار 
 ادظافة ال  غل  تدم دراسدة نمطيدة ت  يدغ ادن عدادم لاتد  العمدق الكامدا . سطح ادتصاا   لات  ط ا العت  لتعت ام المرك ة أيضاً 

( ينددي)مقدددار تحددد  , (Poisson’s ratio)التحقددق مددح تددايير كددا مددح  تددم,   اخيددراً .   دغيددة   كددغل  الخرسددانة الم ت ددةلتمقدداطغ ال
 .لات  ةا تيام تحما العت ام المرك ة( ANSYS)النم غج المعم ا  الد( دةة)المقطغ ال  دغ    مقدار نع مة 
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INTRODUCTION 

In civil engineering construction fields, the merits of materials are based on many factors 

such as availability, structural strength, durability and workability. It is hardly surprising to know 

that there is no naturally occurring material "till now" possessed all these properties to a certain 

desired level, and from this fact, the engineer's efforts foxed on combining more than one material to 

each other to form a structural member with the aim that only the desirable properties of each 

material will be utilized by virtue of designated position. Structural member consist of two or more 

materials is known as "composite member" [1]. In present study, the term composite member refer to 

the steel beam (section) mantled (fully and partially encased) to reinforced concrete by mechanisms 

of natural bond (adhesion and friction) with or without the presence of mechanical connector (shear 

connectors). Encasement of a steel shape increases its stiffness, energy absorption, and drastically 

reduces the possibility of local buckling of the encased steel. This type of composite member has 

been used in Japan for more than (4 decades)-(Wakabayashi 1987). It also becomes increasingly 

popular to use the concrete encased steel members in building construction in Taiwan after the Ji-Ji 

earthquake in (1999). A design guide for this type of structural member can be found from the latest 

edition of the steel reinforced concrete (SRC) structures design standards published by 

Architectural Institute of Japan (AIJ 2001). Past studies of composite concrete encased steel 

members have concentrated on the strength and behavior of columns or beam columns (Procter 

1967; Furlong 1968; Naka et al. 1977 Johnson and May 1978; Mirza 1989; Ricles and 

Paboojian 1994; El-Tawila et al. 1995; Mirza et al. 1996; Munoz and Hsu 1997a, b; El-Tawil 

and Deievlein 1999).  

 

 

Composite Beams Of Concrete Encased Structural Steel Section: 

The earliest known form of steel-concrete composite construction, dating from the late 

(1800s), comprised a steel beam fully or partially encased in concrete, as shown in (Fig. 1). The 

arrangement was first used in a bridge in Iowa and a building in Pittsburgh. The encasement 

provides fire protection but also enhances the bending strength of the steel beam [2]. 

 

 

 

 

 

         

                                     

                                           

                                                (a)                                 (b) 

 

Fig. 1.Composite Beam of Concrete Encased Steel Section [3]: 

(a) Fully Encased Composite Beam, (b) Partially Encased Composite Beam. 

 

The local buckling strength also increases in relation to the steel section, and the overall 

height of both composite beam and composite floor is reduced. In addition, lower construction cost 

compared to reinforced concrete construction or steel frame system and also shorter construction 

time can be obtained through the using of encased beams. Therefore, the concrete cast within the 

flanges of the steel beam is an innovative and interesting alternative that needs to be investigated in 

details [4]. (Fig. 2). shows different form of composite beam encased (fully or partially) steel section 

that used nowadays. 
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             (a)                                                           (b)                                                    (c) 

                                                                              

Fig. 2.  Different Form of Steel–Concrete Composite Encased Beams [4, 5]: 

(a) Steel Profile with Studs and Closed Stirrups, (b) Steel Profile with Stirrups through 

the Web, (c) Steel Profile with Studs and Open Stirrups Welded to the Web. 

 

Preflex Beam: 

         Preflex beam is a composite beam, which is maximizing the structural advantage of both steel 

frame and reinforced concrete; it is produced by cambering the steel beam upwards over the span 

using suitable propping or jacking systems. Preflex beams have been used successfully in a number 

of road bridges as well as building structures. The typical construction sequence of a precambered 

beam is as follows [6], see (Fig. 3): 

a. In the plant, setup a straight steel I-girder. 

b. Prebend the steel girder by applying two concentrated loads at one-third of the  

    span from both sides by using suitable propping or jacking systems. 

c. Cast the concrete in form of fully or partially encasement around the steel girder  

    while keeping in place the loads of the prebending phase of the girder. 

d. after the hardening of concrete, remove the prebending loads. As a result, the  

    beam goes down, the precamber becomes smaller than the original precamber and  

    the concrete is now subjected to compression [6]. 

 

 

 

 

 

 

 

 

 

 
Fig. 3. Schematic Showing Construction Stages of Preflex (precambered) Beam [6]. 

 

AVAILABLE EXPERIMENTAL RESEARCH: 

Works on encased composite beams dates back to the beginning of the last century, a series of 

testes have been conducted on this type of composite beam to study the influence of the concrete 

encasement on the behavior of steel beam section under different loading conditions. In the present 

study, Hegger and Goralski, in (2006) [7], tested specimens (S1, S2, S3 and S4) are chosen to verify 

the applicability of ANSYS computer program to analyze the encased composite beams and also to 

investigate the main parameters that affected it's the behavior. 
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DETAILS OF THE TEST SPECIMENS: 

A total of eight simply support (full-scale) laminated composite beams composed of structural 

steel beam (rolled section) partially encased in high strength concrete were tested under two 

concentrated loads [7]. Variables of the beams were the studs connecting the encasement with the 

steel profile. The beams (S1, S3, H1 and H3) were fully shear connected according to               

(EURO CODE 1994); the remaining beams (S2, S4, H2, and H4) contained only one stud above 

each support for fixing reasons. For the present study the tested specimens (S1, S2, S3, and S4) are 

chosen. The headed studs of (19 mm) diameter and total post-weld height (125 mm-connect the steel 

section with the laminated slab) and (120 mm to 80 mm-connect the steel section with the concrete 

encasement) were directly welded on each side of the web or top flange of the steel section. The aim 

of studing these experimental beams were to investigate the effectiveness of the high strength 

concrete encasement (C80/95)-(compression strength equal to 95 N/mm2) under positive and 

negative bending moment. The cross-sections and loading arrangement for the tested specimens are 

shown in (Fig. 4), and (Fig. 5). The dimensions of the steel sections, gross-sections and failure mode 

are given in (Table 1). The material properties are given in (Table 2). 

 

 

 

 

 

 

 
(a) 

          
 

(b) 

 

 

 
(c) 

 

 

 
(d) 

 

 

  

 

 

 
                               (e)                                           (f)                                          (g) 

 

 
Fig. 4. Geometry of the Laminated Partially Encased Tested Specimens [7]: (a) Flexural and Shear Reinforcement 

Distributions in the Top Slab (S1+S2), (b) Studs Distribution on the Top Flange (S1+S2), (c) Studs Distribution on 

the Web (S1), (d) Studs Distribution on the Web (S2), (e) Section (A-A) Specimens (S1+S2), (f) Section (B-B) 

Specimen (S1), (g) Section (B-B) Specimen (S2), (All dimensions in mm). 
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                        (e)                                           (f)                                            (g) 

 
Fig. 5. Geometry of the Laminated Partially Encased Tested Specimens [7]:                        (a) Flexural and 

Shear Reinforcement Distributions in the Top Slab (S3+S4), (b) Studs Distribution on the Top Flange (S3+S4), (c) 

Studs Distribution on the Web (S3), (d) Studs Distribution on the Web (S4), (e) Section (A-A) Specimens (S3+S4), 

(f) Section (B-B) Specimen (S3), (g) Section (B-B) Specimen (S4), (All dimensions in mm). 

 

Table 1: Descriptions, Dimensions of Steel Sections and Dimensions of Gross-Sections of the 

Tested Specimens. 

Analyzed (Tested) 

specimen   

Steel shape (ds×bf×tw×tf) 

(mm) 

Cross-Section 

Dimensions(mm) 

S1 {500X200X10.2X16} 
SLAB(1400X140) 

BEAM(500X200) 

S2 {500X200X10.2X16} 
SLAB(1400X140) 

BEAM(500X200) 

S3 {290X300X8.5X14} 
SLAB(1400X140) 

BEAM(290X300) 

S4 {290X300X8.5X14} 
SLAB(1400X140) 

BEAM(290X300) 
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Table 2: Material Properties of the Analyzed (Tested) Specimens. 

Analyzed (Tested) specimen   

S1 S2 S3 S4 

BEAM SLAB BEAM SLAB BEAM SLAB BEAM SLAB 

Concrete  

Compressive strength-(f′c)-

(N/mm2)(♦) 
89.000 55.000 83.000 52.000 85.000 53.000 89.000 48.000 

Tensile strength-(fcr)-

(N/mm2)(♥) 
5.860 4.610 5.660 4.480 5.730 4.520 5.860 4.300 

Young modulus- (Ec)-(N/mm2) 

(♣) 
44651.0 35100.9 43119.7 34130.1 43636.1 34456.8 44651.0 32791.2 

Poisson’s ratio-(ν)(♠) 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 

Steel section 

Yield stress of steel-(fy)-

(N/mm2)(♦) 
553 553 504 504 

Ultimate stress of steel-(fy) 

(N/mm2)(♦) 
650 650 528 528 

Young modulus- (Es)-(N/mm2) 

(♠) 
200000 200000 200000 200000 200000 200000 200000 200000 

Poisson’s ratio-(ν)(♠) 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 

Flexural reinforcement 

D20 

mm D10 

mm 

D20 

mm D10 

mm 

D20 

mm D10 

mm 

D20 

mm D10 

mm D10 

mm 

D10 

mm 

D10 

mm 

D10 

mm 

Yield stress of steel-(fy)-

(N/mm2)(♦) 

529 
565 

529 
565 

529 
565 

529 
565 

565 565 565 565 

Ultimate stress of steel-(fy)-

(N/mm2)(♦) 

659 
641 

659 
641 

659 
641 

659 
641 

641 641 641 641 

Young modulus- (Es)-

(N/mm2)(♠) 
200000 200000 200000 200000 200000 200000 200000 200000 

Poisson’s ratio-(ν)(♠) 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 

Shear reinforcement (stirrups) 
D8 

mm 

D10 

mm 

D8 

mm 

D10 

mm 

D8 

mm 

D10 

mm 

D8 

mm 

D10 

mm 

Yield stress of steel-(fy)-

(N/mm2)(♦) 
619 565 619 565 619 565 619 565 

Ultimate stress of steel-(fy)-

(N/mm2)(♦) 
699 641 699 641 699 641 699 641 

Young modulus- (Es)-

(N/mm2)(♠) 
200000 200000 200000 200000 200000 200000 200000 200000 

Poisson’s ratio-(ν)(♠) 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 

Shear connector (studs) 
D19 

mm 

D19 

mm 

D19 

mm 

D19 

mm 

D19 

mm 

D19 

mm 

D19 

mm 

D19 

mm 
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Yield stress of steel-(fy)-

(N/mm2)(♠) 
550 550 550 550 550 550 550 550 

Young modulus- (Es)-

(N/mm2)(♠) 
200000 200000 200000 200000 200000 200000 200000 200000 

Poisson’s ratio-(ν)(♠) 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 

              Notation 

Symbol Description 

(♣) Equation (1) 

(♠) Assumed 

(♥) Equation (2) 

(♦) From test 

 

 Еc = 4733      c ………..……………….…………………………………………..........….. (1) 

 

  cr = 0.622       c ….……..………..……………………………………………………..….. (2) 

Where: 

Еc = Modulus of elasticity of concrete in (MPa).            

  c= Cylinder uniaxial compressive strength (MPa). 

 cr= tensile strength of concrete (MPa). 

 
FINITE ELEMENT MODEL:  

SOFTWARE, ELEMENT TYPES AND MESH CONSTRUCTION:    
Advances in computational features and software have brought the finite element method 

within reach of both academic research and engineers in practice by means of general-purpose 

nonlinear finite element analysis packages, with one of the most used nowadays being ANSYS. The 

program offers a wide range of options regarding element types, material behaviors and numerical 

solution controls, as well as graphic user interfaces (known as GUIs), auto-meshers [8], and 

sophisticated postprocessors and graphics to speed the analyses. In the present study, the structural 

system modeling is based on the use of this commercial software. The finite element types 

considered in the model are as follows: elastic-plastic shell (SHELL43) and solid (SOLID65) 

elements for the steel section and the concrete slab, respectively, and nonlinear springs 

(COMBIN39) to represent the shear connectors. Both longitudinal and transverse reinforcing bars 

are modeled as discrete using (LINK8) element. Rigid-to-flexible contact mechanisms are used to 

model the interface contact surface between the structural steel section and the encased concrete. The 

rigid target surface (encased steel section which is represented by (SHELL43) element) modeled 

with (TARGE170) elements, while the contact flexible surface (concrete encasement which is 

represented by (SOLID65) elements) modeled with (CONTA173) elements. The element 

(SHELL43) is defined by four nodes having six degrees of freedom at each node. The deformation 

shapes are linear in both in-plane directions. The element allows for plasticity, creep, stress 

stiffening, large deflections, and large strain capabilities [8]. The element (SOLID65) is used for 

three dimensional modeling of solids with or without reinforcing bars (rebars capability). The 

element has eight nodes and three degrees of freedom (translations) at each node. The concrete is 

capable of cracking (in three orthogonal directions), crushing, plastic deformation, and creep [8]. The 

rebars (LINK8) element are capable of sustaining tension and compression forces, but not shear, 

being also capable of plastic deformation and creep and have two nodes with three translation 

degrees of freedom at each node. The element (COMBIN39) is defined by two node points and a 

generalized force–deflection curve and has longitudinal or torsional capability. The longitudinal  

 

 

mk:@MSITStore:C:/Program%20Files/Ansys%20Inc/v100/commonfiles/help/en-us/ansyshelp.chm::/Hlp_E_TARGE170.html
mk:@MSITStore:C:/Program%20Files/Ansys%20Inc/v100/commonfiles/help/en-us/ansyshelp.chm::/Hlp_E_CONTA173.html
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option is a uniaxial tension–compression element with up to three degrees of freedom 

(translations) at each node. A typical finite element mesh for a composite encased beam is shown in 

(Fig. 6). 

 

 
 

 
               Concrete 

                                                                                  (SOLID65 

            element) 

 

                        Steel Section  

                            (SHELL43  

                                     element) 

   

                              Shear Connector 

                         (a)                                                          -Studs- 

                          (LINK8 element+ 

                                                                          COMBIN39 element) 

 

                        Shear Reinforcement                                                               

                          (LINK8 element)                                                         

 

                                     Flexural Reinforcement                      TARGE170 element  

                                           (LINK8 element)               (on the Surface of Steel Section) 

 

                                                                 CONTA173 element 

                                                           (on the Surface of Concrete)            
 

             (b)                                                                                                    (c)   

 

                                                                                                     

 
 

                                                                                                        Δp 

 

                                               (L/3)                    (L/6) 

                                                                                        (d)                                 

Fig. 6. Finite Element Mesh for (S1) Model:                                                                                    

(a) Isometric-View, (b) Front-View, (c) Internal Section, (d) Preflexing Shape. 
 

The following equations are used to calculate the amount of forces required to produce the 

upward movement (cambering) of simply support steel section subjected into two forces at distance 

(L/3) from its two ends for a given allowable compressive stress in the steel beam [9].   

Upward deflection  
648EI

23PL
Δ

3

p
 …………………………..……......……...……….. (3) 

Bending moment   
3

PL
M  …………….…………………………….…………….. (4) 

Compression flange stress 
I

My
 ………….……....……………………...……….. (5) 

By substituting in equation (3): 

mk:@MSITStore:C:/Program%20Files/Ansys%20Inc/v100/commonfiles/help/en-us/ansyshelp.chm::/Hlp_E_TARGE170.html
mk:@MSITStore:C:/Program%20Files/Ansys%20Inc/v100/commonfiles/help/en-us/ansyshelp.chm::/Hlp_E_CONTA173.html
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216Ey

L23
Δ

2

p


  ……….……..........................................................................…..…….. (6) 

Ly

I 3
P


 …….……...................................................…………………………..…….. (7) 

Where: 

p
Δ  in (mm)= cambering produced in the steel section. 

P= force applied to the a steel section to produced cambering. 

σ= Allowable compressive stress in the steel beam - (N/mm2) are given in (Table 2). 

L= Clear span of the tested specimens-(mm). 

E=Es= (Young modulus of steel=200,000 N/mm2). 

y= Distance from the steel section centroid to the top surface of compression flange in (mm). 

 

MATERIAL MODELIND: 

The von Mises yield criterion with isotropic hardening rule (multilinear work-hardening 

material) is used to represent the steel beam (flanges and web) behavior. The stress–strain 

relationship is linear elastic up to yielding, perfectly plastic between the elastic limit and the 

beginning of strain hardening. The von Mises yield criterion with isotropic hardening rule is also 

used for the reinforcing steel. An elastic-linear-work hardening material is considered, with tangent 

modulus being equal to (1/10000) of the elastic modulus, in order to avoid numerical problems. The 

values measured in the experimental tests for the material properties of the steel components (steel 

beam and reinforcing bars) are used in the finite element analyses. The concrete encasement 

behavior is modeled by a multilinear isotropic hardening relationship, using the von Mises yield 

criterion coupled with an isotropic work hardening assumption. The uniaxial behavior is described 

by a piece-wise linear total stress–total strain curve, starting at the origin, with positive stress and 

strain values, considering the concrete compressive strength (  c) corresponding to a compressive 

strain of (0.2%). The stress–strain curve also assumes a total increase of (0.05 N/mm2) in the 

compressive strength up to the concrete strain of (0.35%) to avoid numerical problems due to an 

unrestricted yielding flow. The concrete element shear transfer coefficients considered are: (0.25) for 

open crack and (0.8) for closed crack. Typical values range from (0 to 1), where (0) represents a 

smooth crack (complete loss of shear transfer) and (1) a rough crack (no loss of shear transfer). The 

default value of (0.6) is used as the stress relaxation coefficient (a device that helps accelerate 

convergence when cracking is imminent). The crushing capability of the concrete element is also 

disabled to improve convergence. The concrete encasement compressive strength is taken as the 

actual cylinder strength test value. The concrete tensile strength and the Poisson’s ratio are assumed 

as (1/10) of its compressive strength and (0.2), respectively. The concrete elastic modulus is 

evaluated according to equation (1) mentioned above. The model allows for any pattern of stud 

distribution to be considered. In all analyses, the number/spacing of studs adopted in the 

experimental programmers is utilized. As far as the shear connector behavior is concerned, the load–

slip curves for the studs are used (obtained from available push-out tests) by defining a table of force 

values and relative displacements (slip) as input data for the nonlinear springs. These springs are 

modeled at the steel–concrete interface [10], as shown in (Fig. 7). the behavior of the interface 

surface of contact between the steel section and concrete encasement is modeled according to the 

basic Coulomb friction model, in which, two contacting surfaces can carry shear stresses up to a 

certain magnitude across their interface before they start sliding relative to each other. This state is 

known as sticking. The Coulomb friction model defines an equivalent shear stress (τ), at which 

sliding on the surface begins as a fraction of the contact pressure (p) as [8]:                                                 

  τlim = µp + COHE, τ τlim ........................................................................................... (8)   

where:                                                                                                                                                      
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  τlim = limit shear stress, τ= equivalent shear stress, µ= the friction coefficient, P= constant 

normal pressure, COHE= cohesion sliding resistance (stress unite). 

Once the shear stress is exceeded, the two surfaces will slide relative to each other. This state 

is known as sliding. The sticking/sliding calculations determine when a point transitions from 

sticking to sliding, see (Fig. 8). ANSYS provides two models for Coulomb friction [8]: Isotropic 

friction (2-D and 3-D contact): which is based on a single coefficient of friction (MU) and the 

orthotropic friction (3-D contact): which is based on two coefficients of friction (MU1 and MU2). In 

the present study, (3-D) Isotropic friction model is used with single coefficient of friction (MU), and 

the cohesion sliding resistance (COHE) set to (0.00) making (Fig. 9(a)) change to (Fig. 9(b)). 

 

 

 

 

                                      

                                         (a)                                                    (b) 

 

 

 

(c) 

 

 

 

Fig. 7. Modeling of shear connectors (longitudinal view) [10]:                                                       

(a) Shear studs in a typical composite beam. (b) Shear studs in a typical composite beam finite element mesh. (c) 

Representation of the shear stud model. 

 

       τ(max)                Sliding                                         τ(max)                         Sliding 

 

                                 µ                                                                                      µ 
 

 

 

          COHE                  Sticking                                                                         Sticking 

 

                                                       Pressure (P)                                                                  Pressure (P)           

 Shear stress (τ)                                                            Shear stress (τ) 

                                (a)                                                                             (b) 

 
Fig. 8. Frictional Models [8]. 
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APPLICATION OF THE LOAD AND NUMERICAL CONTROL: 

Regarding application of the load, concentrated loads are incrementally applied to the model 

by means of an equivalent displacement to overcome convergence problems (displacement control). 

For the convergence criterion, the L2-Norm (square root sum of the squares) of displacements is 

considered. Concentrated loads are represented by means of point loads applied at nodes. These 

concentrated loads are also applied to the model incrementally using the load control strategy and the 

L2-Norm. The tolerance associated with this convergence criterion (CNVTOL command of 

ANSYS) and the load step increments are varied in order to solve potential numerical problems. 

Whenever the solution does not converge for the set of parameters considered, as far as load step size 

and converge criterion are concerned, the RESTART command is used in conjunction with the 

CNVTOL option [1]. ANSYS allows two different types of restart: the single-frame restart and the 

multi-frame restart, which can be used for static or full transient structural analyses. The single-frame 

restart only allows the user to resume a job at the point it stopped. The multi-frame restart can 

resume a job at any point in the analysis for which information is saved. This capability enables 

multiple model analyses, presenting more options for data retrieval after an undesired aborted 

solution. The second approach is used throughout the present analyses. For the case in which only 

one point load is applied to the system, there is a direct relationship between force and displacement, 

making the displacement control method easier to be utilized. The load control method is, however, 

less efficient than the displacement control method in nonlinear analyses. This fact is observed 

especially when the applied load approaches the ultimate load of the system, as an incremental 

increase in the load leads to a significant increase in the corresponding displacements, causing 

difficulties in terms of numerical convergence. For the type and size of the finite element problem 

investigated, the load control method demanded, on average, (70%) more disk space and took 

(150%) longer to be processed than similar displacement control solutions. The finite element 

analysis of the models was set up to examine two main behaviors: (initial cracking of the composite 

encased beams and the strength limit state). The Full Newton-Raphson method of analysis is used to 

compute the nonlinear response. The application of the loads up to failure was done incrementally as 

required by the Newton-Raphson procedure [1]. 

 

ANALYSIS PROCESS FOR THE ANALYZED FINITE ELEMENT MODELS:  

ANALYSIS OF THE STRAIGHT ENCASED COMPOSITE BEAMS: 

The finite element analyses for the straight simply support composite encased beams under 

concentrated forces have been carried out using static analysis type. The solution controls command 

dictates the use of a linear or non-linear solution for the finite element model. The program behavior 

upon non-convergence for this analysis was set such that the program will terminate but not exit.  The 

most important typical commands utilized in a nonlinear static analysis are shown in Table (3). The rest 

of the commands were set to defaults. 

 

Table 3: The Most Important Commands Used to Control Nonlinear Analysis. 

Commands Description 

 solution printout controls 

all solution items such as {nodal DOF solution, nodal 

reaction loads, element solution (element nodal 

stresses+element elastic and plastic strains…etc),…etc} 

print frequency write every substep 

controls for database and 

results file written. 

all solution items such as {nodal DOF solution, nodal 

reaction loads, element solution (Element nodal 

stresses+element elastic and plastic strains…etc),…etc} 

print frequency write every substep 
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time at end of loadstep (experimental failure load)X(1.1) 

 time Step size (1%) from the time at end of loadstep 

automatic time stepping on 

max no. of substeps  time Step size 

min no. of substeps (10%) from the max no. of substeps 

  

 

At first trials for the analysis, the values for the convergence criteria (force and displacement) 

are set to defaults except for the tolerances. The tolerances for force and displacement are set as     

(15 times) the default values. However, when the composite encased beams began cracking, 

convergence for the non-linear analysis was impossible with the default values. The displacements 

converged, but the forces did not. Therefore, the convergence criterion for force was dropped and the 

reference value for the Displacement criteria was changed to (5), this value is then multiplied by the 

tolerance value of (0.01) to produce a criterion of (0.05) during the nonlinear solution for 

convergence. A small criterion must be used to capture correct response. Table (4) represents the 

commands used for the nonlinear algorithm and convergence criteria. 

 

Table 4: Nonlinear Algorithm and Convergence Criteria Parameters. 

 

Commands Description 

equilibrium iteration 100 

criteria to stop an analysis stop and stay 

Set Convergence Criteria 

Label F (force) U (displacements) 

reference value calculated calculated 

convergence tolerance 0.001 0.010 

Norm L2 (SRSS value) L2(SRSS value) 

Minimum  reference value Default Default 

  

  

ANALYSIS OF THE PREFLEX ENCASED COMPOSITE BEAMS:  

Analyses for the preflex encased composite beams were similar to the analyses of the straight 

encased composite beams. However, different load steps were used. The first load step taken was to 

produce camber in the steel beam only in which the upward movement of the beam resulted, 

meanwhile all others element consisting the encased beams except the shear connector element 

(COMBIN39 element) considered to be a (DEAD ELEMENTS) according to (ELEMENT BIRTH 

AND DEATH OPTION) supported by ANSYS commands. RESTART command then used to re-

analyze the beams due to its original state of loading (Experimental Researches papers), during this, 

the flexural reinforcement, shear reinforcement and concrete element are re-activated (BIRTH) and 

the two preflexing forces are neutralized by two forces having the same magnitude but opposite 

direction. The preflexing loads are removed. As a result, the beam goes down a little due to self 

weight (gravity-loads) and the stress recovery of the steel beam, the precamber amount becomes 

smaller than the original cambering, and the concrete is now subjected to compression. The moment-

rotation curves for analyzed laminated composite partially encased beams {{(S1+S2+S3+S4) Hegger 

and Goralski, (2006) [7]}} which were obtained numerically by the finite element method using 

ANSYS (V.10) computer program for straight and preflex steel section are compared with the 

experimental results and presented in (Fig. 10) through (Fig. 13); respectively. The goal of the 
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comparison of the finite element models and the beams experimental works is to ensure that the 

elements types, meshing, material properties, real constants and convergence criteria are adequate to 

model the response of the beams. The angle of rotation (φs)-(which is idealized the X-axis of the 

moment-rotation curves for the analyzed specimens (S1, S2, S3 and S4) is obtained by the secant 

angle of the displacement at mid span and represent the rotation of cross-section of the laminated 

partially encased composite beams at mid span [7]. see (Fig. 9). 

 

φs= Secant Angle = ARCTAN (Δ/0.5L) ....................………………………..……….. (9) 

 

 

 

Fig. 9. Definition of the Secant Angle (φs) [7]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 10. Finite Element Analysis Result for Model (S1). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 11. Finite Element Analysis Result for Model (S2). 
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Fig. 12. Finite Element Analysis Result for Model (S3). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 13. Finite Element Analysis Result for Model (S4). 

 

BEHAVIOR AT ULTIMATE MOMENTS:        

The analytical and experimental values of the maximum moments for straight and preflex 

composite encased beams which presented in (Fig. 10) through (Fig. 13); respectively, are 

summarized in (Table 5). Table 5 showed that the preflexed moment of models (S1+S3)-(fully shear 

connection specimens) are higher than the models (S2+S4)-(partially shear connection specimens) 

this is due to the numerous presence of shear studs in models (S1+S3), were the longitudinal shear 

force occurred mainly by friction forces acting at the interface among the concrete encasement and 

the structural steel are well transfer by shear studs, and also the confinement effect of the steel profile 

in some areas of the concrete increases the preflexing capacity of the encased beams. The analyses 
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finished (Done) for the laminated partially encased composite analyzed specimens (S1+S2+S3+S4) 

due to the crushing of concrete in the compression zone. 
 

Table 5: Comparison between Analytical and Experimental Values of the Ultimate Moments. 
 

Tested 

specimen 

Experimental 

(maximum 

moments) 

Analytical 

(maximum 

moments)-straight 

beams 

A% 

Analytical (maximum 

moments)-preflex 

beams 

B% 

S1 3001 2595  13.5 3473.78  13.6 

S2 2981  2564  14 3408.89  12.5 

S3 1723  1578  8.4 2014.6 14.4 

S4 1703  1544  9.3 1955.8    13 

Notation 

Symbol Description 

A%  

B%  

 

BEHAVIOR AT MAXIMUM ROTATIONS:  

The analytical and experimental values of the maximum rotations for straight and preflex 

composite encased beams are summarized in (Table 6). The moment rotations curves which 

presented in (Fig. 10) through (Fig. 13); respectively, for the analyzed specimens in which the 

corresponding experimental, theoretical and preflexing curves are superimposed, show that the 

curves are lie very close to each other at initial stages for all the specimens. However, there seems to 

be some deviation between the results near the failure. The discrepancy may be due to the 

inadequacy in concrete and interface behavior modeling. It was found that the rotations are nearly 

(85% to 95%) the rotations of the same experimental beam for straight beam situation, and (65% to 

80%) of the same experimental beam for preflexed beam situation. 

 

Table 6: Comparison between Analytical and Experimental Values of the Maximum Rotations. 

Tested 

specimen 
Experimental Rotations 

Analytical (Rotations) 

straight beams 

Analytical (Rotations) 

preflex beams 

S1 0.057  0.054  0.046  

S2 0.057  0.055  0.048 

S3 0.065  0.061  0.05    

S4 0.066 0.062  0.052  

 

THE PARAMETRIC STUDY: 

A parametric study has been done on the same samples that have been analyzed. Many 

parameters can be studied to examine the effect of each parameter on the behavior of the models 

results. Some models were chosen to study the effect of encased concrete in the increasing of 

moment-bearing capacity, meanwhile other are chosen to study the slip along the composite partially 

Preflex-ANSYS

Preflex-ANSYS

)u(M

exp)u(M)u(M 

exp)u(M

)u(Mexp)u(M
StraightANSYS-


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COMPARISON FOR MODEL (S1) RESULTS WITH AND 

WITHOUT ENCASED CONCRETE
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encased beams length. The strain distributions along the steel section and encased concrete depth are 

also examined. The Poisson’s ratio of concrete and the effect of cambering of steel-section are also 

investigated. 

 

EFFECT OF THE ENCASED CONCRETE IN THE INCREASING OF THE LOAD-  

      CARRYING CAPACITY: 
The partially laminated encased beams (S1) and (S3), which were described in details in     

(Fig. 4) and (Fig. 5), are chosen to examine the influence of the encased concrete in the steel-section 

on the moment-rotation capacity behavior. It is observed that the moment- rotation capacity for the 

composite beams (S1) and (S3) are reduced by (28.3%) and (27.4%) respectively, with the absence of 

the encased concrete as shown in Fig. (14) and Fig. (14) respectively. It should be mentioned that the 

analyses made for the composite beams (S1) and (S3) in the presence of the laminated slab and shear 

studs distribution on the top flange of the steel section but without encased concrete in the steel-

section.  

Fig. (14) and Fig. (15) respectively, shows that the moment- rotation capacity for the 

composite beams are reduced by (57.6%) and (63.5%) for the beams (S1) and (S3) respectively with 

the absence of the encased concrete and the laminated reinforced slab (steel section only). 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

               

 

 

Fig. 14. Finite Element Results of Model (S1) with and without the Encased Concrete in the 

Steel Section. 
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Fig. 15. Finite Element Results of Model (S3) with and without Encased Concrete in the Steel 

Section. 

THE EVALUATION OF SLIPS ALONG THE COMPOSITE ENCASED BEAMS        

       INTERFACE: 

The partially laminated encased beams (S1), (S2), (S3) and (S4) which were described in   

(Fig. 4) and (Fig. 5) are chosen for the evaluation of the slip along the steel-encased concrete interface 

surface length under different loading magnitudes (0.5 Mu and 0.85 Mu). It is observed that the value 

of slips near the point of load application is more than the other values along the steel-encased 

concrete interface surface.  

It is also observed that the values of slips for the composite encased beams (S1) and (S3) are 

less than (S2) and (S4) due to the presence of shear studs (full shear connections) as shown in Fig. 

(16) and Fig. (17) respectively. It should be mentioned that the values of the slips were obtained from 

the (DOF solution, X-component of displacement).  

Note:- the slips behavior along the beams length take a nonlinear configuration, but in Fig. 

(16) and Fig. (17) respectively, are drawing linearly for simplifying reasons. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 16. Finite Element Results of Model (S1 and S2) to Show the Slips along the Steel-Encased 

Concrete Interface. 
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Fig. 17. Finite Element Results of Model (S3 and S4) to Show the Slips along the Steel-Encased 

Concrete Interface. 

 

THE EVALUATION OF STRAIN DISTRIBUTIONS ALONG THE STEEL  

       SECTION AND ENCASED CONCRETE DEPTH:  

The partially laminated encased beams (S1) and (S2) which were described in details in     

(Fig. 4) are chosen to examine the strain distributions along the depth of both steel section and 

concrete encasement under different loading magnitudes as shown in (Fig. 18) through (Fig. 21).  

It is observed that the values of strains at the steel-encased concrete surface (contact plane) for 

the model (S1) are nearly the same due to the fully shear connection of this model in comparative 

with the model (S2) were the strains values at the contact plane between the steel section and concrete 

encasement showing miner diverging due to the partially shear connection, see (Fig. 22). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 18. Strain Distribution along the Depth of Steel Section for Model (S1). 
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Fig. 19. Strain Distribution along the Depth of Concrete Encasement for Model (S1). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 20. Strain Distribution along the Depth of Steel Section for Model (S2). 
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Fig. 21. Strain Distribution along the Depth of Concrete Encasement for Model (S2). 

 

 

 

 

 

 

 

 

 

 

 

Fig. 22. Strain Difference between Models (S1) and (S2) along the Depth of Concrete 

Encasement and Steel Section. 

 

 

 

Effect Of Concrete Poisson’s Ratio On The Behavior Of Model   

       (S3):   

The composite encased beam (S3) has been chosen to study the effect of variation of the 

concrete Poisson’s Ratio on its behavior. This beam is described in details in (Fig. 5). The beam has 

an assumed concrete Poisson’s Ratio equal to (ν=0.2) and it has been reanalyzed for values of (0.17 

and 0.15). As shown in (Fig. 23). the ultimate load capacity of this beam has also insignificant effect 

with reduction of Poisson’s ratio value, and the ratio of reduction in the ultimate load capacity is 

(2.5% and 4%) for the concrete Poisson’s ratio values (0.17 and 0.15) respectively. 
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Fig. 23. Effect of Poisson's Ratio on the Behavior of Model (S3). 

 

Effect Of Cambering Of Steel Section For The Model (S4): 

 

The composite laminated partially encased beam (S4) has been chosen to study the effect of 

cambering of the I-steel section on its behavior. This beam is described in details in (Fig. 5). When 

the model is preflexed for a given allowable compressive stress in the steel equal to its yield stress 

(504 N/mm2), the predicted ultimate load of this beam is increased by (13%) due to an amount of 

upward deflection (57.989 mm) obtained by Equation (6). When the beam is reanalyzed using (250 

N/mm2) for the yield stress of steel, the predicted ultimate load of this beam is increased by (6.1%) 

due to preflex deflection (28.78 mm), as shown in (Fig. 24).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 24. Effect of Cambering of Steel Section on the Behavior of Beam (S4). 
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 CONCLUSIONS: 

Based on the results of this investigation, the following conclusions can be drawn:  

 The modeling of the investigated beams by the finite element method gives results which are 

close to the experimental results for the analysis of composite encased beams consisting of preflex 

steel section.  

 The failure load given by ANSYS computer program are close to that measured during 

experimental test. 

 Preflexing of the steel I-beam by introducing initial cambering enhances the strength in 

comparison with the same simply supported composite beam consisting of steel section encased 

into concrete without preflexing by relatively (15%) and also it is found that the rotations are 

nearly (65% to 80%) the rotations of the same beam but without preflex.  

 The load carrying capacity is higher for larger profiles than small profiles; this is due to the larger 

contact surface between the flange and the concrete encasement which is led to an increasing in 

the contact surface (bond area) between the steel section and the encased concrete and also by the 

lower shortening of the concrete due to the shrinkage. The confinement effect of the steel profile 

in some areas of the concrete also increases the load carrying capacity. When reinforcing bars and 

headed shear studs are combined to provide the composite action, the longitudinal shear force 

transfer occurred mainly by friction forces acting at the interface among the concrete encasement 

and the structural steel.  

 The values of strains at the steel-encased concrete surface (contact plane) for the models with full 

shear connection are nearly the same in comparison with the same model without shear studs were 

the strains values at the contact plane showing miner divergence.   

 The finite element results show that the Poisson's ratio has insignificant effect on the increasing or 

decreasing the ultimate load of the composite encased beams. 

 

 

NOTATIONS: 

1-D One Dimensional Mode 

2-D Two Dimensional Mode 

3-D Three Dimensional Mode 

Ec Modulus of Elasticity of Concrete 

Es Modulus of Elasticity of Steel 

f Function 

cf   Uniaxial Compressive Strength of Concrete 

ft Uniaxial Tensile Strength of Concrete 

P Applied Concentrated Load 

ε  Strain 

cuε  Ultimate Strain 

ν  Poisson’s Ratio 

τ  Shear Stress 

φs Secant Angle 

Δp Cambering Produced in the Steel Section 

Δ Deflection 

y 
Distance from the Steel Section Centroid to the Top Surface of 

Compression Plange 

I Moment of Inertia 

M Bending Moment 
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ABSTRACT 

Fiber reinforced polymers are typically comprised of high strength fibers (e.g. carbon and glass) impregnated 

with an epoxy (often termed the matrix). Experimental investigations of the behavior of reinforced concrete 

beams, strengthened or repaired by CFRP for flexural case have been presented in this paper. The experimental 

program consisted of 14 test beams. The study took into account strengthened and repaired cases in using 

CFRP; therefore, similar beams were used once for strengthening and once for repairing to make a comparison 

between them. All beams had been tested in a simply supported span and subjected to two-point loading while 

the main variable is the quantity, distribution and location of CFRP. The beams included additional anchorage 

at the ends of the main CFRP sheet reinforcement to prevent end separation of CFRP sheet. The results of 

experiments show that the use of CFRP as external strengthening has significant enhancement on ultimate load, 

crack pattern and deflection. It is observed that the use of external CFRP in strengthening or repairing beams 

could enhance the ultimate load capacity up to 160% over the capacity of the identical reference (untreated) 

beam. 

 

KEYWORDS: reinforced concrete beam, strengthening of concrete structures, repairing of R.C. structures, 

CFRP, Epoxy. 

 

 CFRPالمعاد تصليحها بال أوالخرسانية المسلحة المقواة الانثناء التحري العملي لعتبات 
 

  :الخلاصة
تحريات ال. منغمسة بالايبوكسي( على سبيل المثال الكاربون او الزجاج)الياف عالية المقاومة وليمر تتالف بصورة مثالية من البياف التقوية بال

البرنامج العملي تالف . لحالة انثناء العتبة تم تقديمها في هذا البحث بهذه الاليافالمسلحة المقواة او المعاد تصليحها  لخرسانيةالعملية لسلوك العتبة ا

 واحدة منها عتبات متشابهه ستستعملصنعت لدراسة اخذت بنظر الاعتبار حالتي التقوية واعادة التصليح لذلك ( اءعتبات انثن) عتبة فحص 41من 

فضاء بسيط الاسناد ومتعرضة الى نقطتي تحميل بينما المتغيرات بكل العتبات تم فحصها . للتقوية واخرى لاعادة التصليح لعمل مقارنة بينهما

الرئيسي   CFRPمجموعة عتبات الانثناء تضمنت تثبيت اضافي في نهايات صفيحة تقوية ال. شرائح الاليافموقع توزيع والرئيسية كانت كمية 

كتقوية خارجية له تاثير كبير على الحمل الاقصى، شكل  CFRPن استعمال أنتائج الفحوصات العملية بينت .  CFRPلمنع اانفصال صفيحة 

الخارجي في التقوية او اعادة تصليح عتبات الانثناء يمكن ان تعزز سعة الحمل الاقصى الى  CFRPال البان استعم الاستنتاجتم . لهطولاالتشقق و

 . من سعة العتبة المصدرية المثالية% 461

 



H.M. Husain                                                                                                                                          Experimental Investigation Of Reinforced 

N. K. Al-Oukaili                                                                                                                                    Concrete Flexural Beams Strengthened  

D. D. ALI                                                                                                                                              Or Repaired With Cfrp 

 

 3892 

 ، غراء CFRP، المنشات الكونكريتية ، أعادة تصليحخرسانة مسلحةتقوية عتبة خرسانية مسلحة،   : الكلمات الدالة

 

INTRODUCTION 

The need to develop economic and efficient methods to upgrade, repair, or strengthen existing reinforced 

concrete structures, Fiber Reinforced Polymer (FRP) plates or sheets or laminates have been found to be 

successful for flexural and shear strengthening and for ductility enhancement of concrete structures. 

 Strengthening of reinforced concrete beams with (FRP) composite is becoming an attractive alternative 

in the construction industry. These laminates offer the advantages of composite materials, such as immunity to 

corrosion, and allowing a high strength to weight ratio [1]. 

 Due to the usually high cost of new construction there is an increasing need for repair, strengthening, or 

retrofit of (RC) structures. The concrete repair manufacturing industry is responding by producing new and 

more advanced materials for concrete repair and retrofit. A new structure composite technology that uses FRP 

has recently emerged as a very practical tool for strengthening and/or retrofitting of concrete structures, because 

of FRP's excellent strength to weight ratios. Reduced FRP material costs, relatively unlimited material length, 

comparably simpler construction and immunity to corrosion are some advantages of FRP. There are many types 

of FRP such as Carbon Fiber Reinforced Polymer, Glass Fiber Reinforced Polymer and Aramid Fiber 

Reinforced Polymer.   

 Carbon Fiber Reinforced Polymer (CFRP) sheets are used for strengthening and rehabilitation of beams. 

The advantages of using CFRP include reduced installation time, corrosion resistance and ease of application 

[1, 2, 3]. Also, externally bonded CFRP can be used to repair and strengthen damaged prestressed concrete 

girder bridges [1]. 

The objective of the present study is to investigate, experimentally and analytically, the behavior of 

reinforced concrete beams externally strengthened or repaired simple beams with Carbon Fiber Reinforced 

Polymer sheets (CFRP) attached to their flexural or shear sides. 

 

EXPERIMENTAL PROGRAM: 

The experimental program included fourteen beams that were designed to fail in bending (flexural). Table 1 

shows the properties of these beams (with their designations). 

MATERIAL PROPERTIES OF TEST SPECIMENS: 

Normal weight concrete was used to cast all concrete components in the test program. Mix design was based on 

several trial mixes in order to have the most suitable fractions of components, and it arrives at the following 

proportions by weight: 1 cement; 1.5 sand; 3.0 gravel, to give a 28-day cylinder compressive strength of 41 

N/mm
2
 approximately. The water/cement ratio was 0.4 giving a slump of 80mm-100mm (medium workable 

mix). The mix design was according to ACI 211.1-91 [4]. 
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Table 1 Concrete material properties of test beams (flexural failure) 

         Type of  

                test 

Beam name 

1 

cf   

(N/mm
2
) 

2 

cuf  

(N/mm
2
) 

3 

tf  

(N/mm
2
) 

4 

rf  

(N/mm
2
) 

5 

rf  

(N/mm
2
) 

6 

cE  

(N/mm
2
) 

BB1, BB2 41.3 49.2 3.62 4.88 4.49 30204 

BB3, BB4 42.9 51.8 4.16 5.31 4.58 30784 

BB5, BB6 42.5 55.3 3.68 5.19 4.56 30640 

BB7, BB8 40.8 49 3.47 4.79 4.47 30021 

BB9, BB10 44.1 53.1 3.48 4.87 4.64 31211 

BB11, BB12 42.8 51 4.12 4.76 4.57 30748 

BB13, BB14 40.8 49 3.6 4.85 4.47 30021 

Notes (type of test): 

 Concrete compressive strength by cylinder of 150mm*300mm in dimensions (adopted in the 

calculations of this study). 

 Concrete compressive strength by cube of 150mm*150mm*150mm in dimensions. 

 Concrete spli t t ing tensile st rength by cyl inder of  150mm*3 00mm in dimensions. 

 Concrete modulus of rupture (flexural strength) by prism of 100mm*100mm*500mm and loaded at 

third points (adopted in the calculations of this study). 

 Concrete modulus of rupture according to ACI 318 [5], 0.7r cf f   (N/mm
2
). 

 Concrete modulus of elasticity according to ACI 318 [5], 4700c cE f   (N/mm
2
), (adopted in the 

calculations of this study). 

REINFORCMENT BARS 

Tensile tests were conducted on several specimens, at least three specimens, prepared from steel reinforcing 

bars which were used in the tested beams. Static yield stress and ultimate strength are summarized in Table 2. 

All steel reinforcement, used in this study, is assumed to have a modulus of elasticity equals to 210000 N/mm
2
. 

The tensile tests were performed using the testing machine available at the Building Material Laboratory in the 

College of Engineering, Al-Mustansiriya University. The load and elongation readings were obtained from a 

digital computer complementary with the testing machine. 
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Table 2 Specifications and test results of steel reinforcement bars. 

Reinforcement bar  

diameter  

(mm) 

Yield 

Stress fy 

(N/mm
2
) 

Ultimate 

Strength fu 

(N/mm
2
) 

Modulus of 

Elasticity E * 

(N/mm
2
) 

6 348 420 210000 

8 355 422 210000 

10 580 680 210000 

12 596 685 210000 

16 598 688 210000 

* Assumed value. 

CFRP 

The uniaxial behavior of Carbon Fiber Reinforced Polymer (CFRP) sheets used in this study was assumed to be 

linear up to failure. Properties for the Carbon Fiber Reinforced Polymer and Epoxy systems were not 

determined in the laboratory. However, the properties published by the manufacturer (FOSROC) Nitowrap FRC 

were used to define the material properties for the analytical studies. Values of the parameters of the carbon 

fiber reinforced polymer are summarized in Table 3 for the specifications of the CFRP used in the present 

study.   

Table 3 Specifications of the CFRP used in the present study (Fosroc/Nitorap) 

     Properties  
CFRP 

300HS(FRC)  

Weight (g/m
2
) 300 

Thickness (mm)  0.167 

Tensile strength (N/mm
2
) 3550 

Modulus of Elasticity (N/mm
2
)   235000 

 

DETAILS OF TEST BEAMS 

Details of the strengthened and repaired beams by CFRP sheets are given in Table 4. Figures 1 and 2 show 

the general details of loading and the cross section. 

Table 4 Specification of tested beams (Flexural Group) 

Beam’s 

Symbol 
CFRP Locations Working Status Form’s type 

BB1  

BB2 
No strengthening No strengthening Control 

BB3 

BB9 

External Longitudinal CFRP bonded on bottom 

face of beam   
Strengthening AB 

BB4 

BB10 

External longitudinal CFRP bonded on bottom 

& side faces of beam   
Strengthening BB 

BB5 External longitudinal CFRP bonded on side Strengthening CB 
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BB11 faces of beam   

BB6 

BB12 

External longitudinal CFRP bonded on bottom 

face of beam   
Repairing AB 

BB7 

BB13 

External longitudinal CFRP bonded on bottom 

& side faces of beam 
Repairing BB 

BB8 

BB14 

External longitudinal CFRP bonded on sides 

faces of beam 
Repairing CB 

The form (AB) represents strengthening or repairing of the flexural beams (BB) by gluing a sheet of 

CFRP at the bottom face of the beam (maximum tension region). This sheet has a length of 2350mm, width of 

120mm, and thickness of 0.167mm. One layer of paste was used by a suitable epoxy. Two anchorage supports 

had been placed at the ends of the main longitudinal CFRP sheets by using a suitable epoxy as shown in Figure 

3.a and b that clarify the details of form (AB). Figures 4.a and b show the details of beams BB and Figures 5.a 

and b show the details of CB. 

 
2

P
2

P

800 mm 800 mm 800 mm 

2600 mm 

2400 mm 

  

FIGURE 1 Dimensions and details of flexural beams 

 

 

 

20 mm 20 mm 
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FIGURE 2 Cross section of flexural beam in shear span 
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Figure 3 Specification and details of CFRP locations of beams AB. (a) Front side view. (b) End side view 
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Figure 4 Specification and details of CFRP locations of beams BB. (a) Front side view. (b) End side view 

(Section A-A) 
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(b) 

A 

A 



H.M. Husain                                                                                                                                          Experimental Investigation Of Reinforced 

N. K. Al-Oukaili                                                                                                                                    Concrete Flexural Beams Strengthened  

D. D. ALI                                                                                                                                              Or Repaired With Cfrp 

 

 3898 

 

                                             

Figure 5 Specification and details of CFRP locations of beams CB. (a) Front side view. (b) End side view 

SUPPORT AND LOADING CONDITIONS  

All beams were tested in a universal testing machine, model 8551 M. F. L. system, with maximum capacity of 

3000kN. The adjustable supports were changed to suit the span of the test beams. The test beams were simply 

supported over a span of 2600mm and 2000mm (for flexural and shear groups respectively) and loaded with 

two-point loads (knife edge load, K.E.L.) applied and distributed across the entire width of the beams by using a 

solid rod. The beams were tested under static loads, loaded in successive increments, up to failure. For each 

increment, the load was kept constant until the required readings were recorded [6]. 

INSTRUMENTATION AND TEST PROCEDURE 

During the test, the applied load and the corresponding deflections, at mid-span and under load (third-span of 

beam), were measured from the universal testing machine and the dial gauges (reading to 0.01mm); then, the 

outputs from each test beam were collected and used in plotting the load-deflection curves. Longitudinal strains, 

over the depth of the concrete layer at mid-span, were measured using 100mm demec gauge and the 

extensometer. 
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FLEXURAL GROUP  

GENERAL BEHAVIOR 

All beams were designed so that failure would occur in flexure. All the details were according to ACI building 

code requirements. The steel reinforcement and the concrete strength were selected to satisfy this demand. The 

general behavior of the tested beams can be summarized as below, 

For the control beams, at early stages of loading, the deformations were initially within the elastic 

ranges, then the applied load was increased until the first crack occurred which was observed by a magnifying 

glass in the maximum moment region between the two-point loads. As the load was increased further, several 

flexural cracks initiated in the tension face at intervals along the span.  

When the load was increased further, one mode of failure appeared which can be classified as flexural 

failure in tension by yielding of the main steel reinforcement.  

The strengthened beams also showed similar behavior, but when the load level attained the value at 

which the steel is yielding, the CFRP contributed mainly in resisting the loads and increased the stiffness of the 

concrete beams up to failure. The failure was usually recorded due to sudden cut (rupture) of main longitudinal 

CFRP sheet at mid-span (maximum moment region). In case of repaired beams, the failure was similar to that 

observed in strengthened beams [6].  

CONCRETE CRACKING  

In the present study, the cracks initiated from the bottom concrete surface at the maximum moment region and 

moved upwards but did not reach the top fiber compression zone. Figures 6 and 7 show photographs for crack 

patterns for the control beams (BB1) and (BB2). 

 

Figure 6 Crack pattern for beam BB1- control beam  
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Figure 7 Crack pattern for beam BB2- control beam  

Figures 8 and 9 show the crack pattern for a beam strengthened with CFRP located at the bottom face of 

the beam. No major shear crack was noticed. Failure occurred by yielding of reinforcement and followed by 

CFRP rupture.  

 

 

(a) 

 

(b) 

Figure 8 Crack pattern for beam BB3- strengthened beam (bottom face). (a) Cracks on overall beam. (b) 

Magnified picture for cracks at mid-span. 
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Figure 9 Crack pattern for beam BB9- strengthened beam (bottom face) 

Figures 10 and 11 show the crack pattern for a beam strengthened with CFRP located at the bottom and 

side faces of the beam. The crack initially developed at bottom (tension zone). It is seen that the number of 

cracks has been reduced significantly due to presence of side face CFRP sheets. The beam failed before the 

cracks reach the top fiber. Failure occurred by yielding of reinforcement and followed by CFRP failure at the 

maximum moment zone (cut of the bottom CFRP and followed in the side CFRP sheets).  

 

(a) 

  

 

(b) 

 

Figure 10 Crack pattern for beam BB4- strengthened beam (at bottom and side face by CFRP sheets). (a) 

Cracks on overall beam. (b) Magnified picture for cracks at mid-span. 
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Figure 11 Crack pattern for beam BB10- strengthened beam (at bottom and side face by CFRP sheets) 

Figures 12 and 13 show the crack pattern for a beam strengthened with CFRP located at the sides of the 

beam only. Also, the cracks started in the (tension zone) and moved towards compression zone while the 

number of cracks was reduced due to presence of side face CFRP sheets. The beam failed before the cracks 

reach to the top fiber. Failure developed by yielding of reinforcement and followed by CFRP failure. 

 

(a) 

 

(b) 

Figure 12 Crack pattern for beam BB5- strengthened beam (at sides of beam). (a) Cracks on overall beam. (b) 

Magnified picture for cracks at mid-span. 

 

Figure 13 Crack pattern for beam BB11- strengthened beam (at sides of beam) 
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       Figure 14 shows the crack pattern for the beam at 50% of failure loading and then repaired and loaded up to 

failure. The crack started at the bottom face (tension zone) and exceeded the middle of the beam. The crack 

width did not exceed 2mm.  

 

Figure 14 Crack pattern for beam BB6- (holding 50% of failure loading) before repairing.  

       Figures16 to20 show the crack pattern for the repaired cracked beams holding 50% of failure load, and then 

repaired and loaded up to failure. The failure mode and crack pattern are the same as in strengthened beams 

except that the load at failure in the repaired beams was less than the load at failure of the strengthened beams.   

 

Figure 15 Crack pattern for beam BB6- (beam repaired by CFRP in bottom face) 

 

Figure 16 Crack pattern for beam BB12- (beam repaired by CFRP in bottom face) 

 

Figure 17 Crack pattern for beam BB7- (beam repaired by CFRP in bottom and sides) 
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Figure 18 Crack pattern for beam BB13- (beam repaired by CFRP in bottom and sides) 

 

Figure 19 Crack pattern for beam BB8- (beam repaired by CFRP in side faces) 

 

Figure 20 Crack pattern for beam BB14- (beam repaired by CFRP in side faces) 

LOAD-DEFLECTION CURVES 

Load versus central deflection curves for the tested beams that had been constructed and tested to fail in flexure 

are shown in Figures 21 and 22. Figure 21 shows the load-deflection curves for the control and strengthened 

beams. Figure 22 show the load deflection curves for the control and repaired beams. The enhancement in 

stiffness and ultimate load by CFRP sheets is clear in these figures. 
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Figure 21 Load-deflection comparisons between strengthened and control beams 

  

Figure 22 Load-Deflection Comparison between repaired and control beams 
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Conclusions 

 

From test results and observations, the following major conclusions can be drawn: 

 In all cases in the present work (flexural group), the failure in strengthened beams is caused by steel 

yielding fallowed by CFRP rupture. 

 The presence of external CFRP bonded to concrete beams increases the ultimate load at failure to a 

significant value. The maximum increase in the ultimate strength of externally strengthened beams 

by CFRP depends on the amount of the area and configuration of the external CFRP sheet added. 

 The use of external CFRP sheet connected to the tension sides of beams could enhance the ultimate 

load capacity by (160%) in flexure over the capacity of the identical unstrengthened control beam. 

 Same behavior for strengthened and repaired beams is noticed except that the ultimate load in 

repaired beams reaches (95 % to 97 %) of ultimate load of strengthened beams. 
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ABSTRACT 

In this paper a Modified version of Adjusted Step Size Least Mean Square algorithm (MASSLMS) 

is proposed which overcome and avoid one of the drawback of the standard LMS and our previous 

proposed algorithm Adjusted Step Size Least Mean Square algorithm (ASSLMS). This drawback is 

the requirement of a statistical knowledge of the input signal prior to the starting training of the 

algorithm which is necessary to determine the fixed value of the maximum step size (i.e. the upper 

bound value) in the initialization stage of the ASSLMS algorithm.  In this proposed algorithm an 

appropriate time varying value of the maximum step size was calculated based on inversely 

proportional of the instantaneous energy of the input signal vector. Then this time varying upper 

bound value of the step size is used to guarantee the stability of adjusted step size of the algorithm 

which is a recursively adjusted based on rough estimate of the performance surface gradient square 

. The proposed algorithm does not need trial and error for choosing the value of the maximum step 

size (µMAX) compared with ASSLMS and standard LMS algorithms. The proposed algorithm shows 

through computer simulation results faster and low level of miss-adjustment in the steady state 

compared with LMS and ASSLMS for three different types of channel in adaptive linear equalizer 

system. 

 

KEYWORS: Linear Adaptive Equalizer, LMS Adaptive algorithm, Variable Step Size LMS 

algorithm. 

نسخة معدلة من خوارزمية اقل معدل للتربيع ذات معامل  الخطوة المتغيرة زمنيا لمنظومة 

 المكافىء الخطية
 الخلاصة 

اقتراح نسخة معدلة من خوارزمية اقل معدل للتربيع ذات معامل  الخطوة المتغيررة زمييرا لميمومرة المىرا ى   هذا البحث يركز على

وهي نسخة مطورة من اصرل الخوارزميرة التري سرب  ا   رم (  MASSLMS)الخطية  وسميت الخوارزمية المقترحة الجديدة باسم 

والهدف الاساسري مرن هرذا  الخوارزميرة الجديردة هرو  ( .  ASSLMS)م اقتراحها مسبقا من قبل الباحث نفسه وسميت  ي حييها باس

حيث كا  سابقا يتم اختيار قيمة ثابتة لها وعن طري  التجربة ( µMAX)حل مشىلة اختيار اعمم قيمة لمعامل الخطوة المتغيرة زمييا 

وحسرابها لىرل عييرة عرن طرير  حسراس معىرو   أما الا   ي هذا الخوارزمية المقترحة الجديردة  انره يرتم  غيريهرا زمييرا . والخطا  

 ري  يفيرذ بقيرة ( µMAX)وبعرد ذلري يرتم اسرتخداه هرذا القيمرة المتغيررة زمييرا لل ر . القدرة الىهربائية للاشارة الداخلة للمرشخ المتىير  

مىن من  عقر  ا   غييرر بهذا الطريقة مياسبة ومفضلة لانها ستت(  µMAX ) عتبر عملية حساس ال   . الخطوات اللازمة للخوارزمية 

اثبتت الخوارزمية المقترحة الجديدة من خلال برنرام  المحىراة  كفرا ة برالا ا  .  قد يحصل بالاشارة الداخلة مقارنة بالطريقة السابقة 
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ب ر  وكرذلي الخوارزميرة المسراة (  LMS)وخصوصا السرعة  ي التعلم ا ضل من خوارزمية اقل معدل للتربيع التقليدية المسرماة ب ر  

(ASSLMS  ) لميمومة المىا ى  الخطية وباستخداه ثلاثة انواع مختلفة من قيوات الا صال. 

 

INTRODUCTION 

Adaptive equalizer was widely used in digital communication systems in order to reduce or 

eliminate the channel distortions or intersymbol interference ISI before demodulation at the 

receiver. The simple structure for adaptive equalizer was the Finite Impulse Response filter (FIR) 

which can be trained by the Least Mean Square adaptive algorithm (LMS). This LMS algorithm, 

which was first proposed by Widrow and Hoff at Stanford University, Stanford, CA in 1960 

[B.Farhang Boranjrncy, 1999]. This LMS algorithm is regarded as special case of the Gradient 

Search algorithm and is regarded as one of the most popular algorithms in adaptive signal 

processing due to the simplicity in the number of calculations required for its update. Furthermore, 

it does not require matrix inversion, nor does it require measurements of the pertinent correlation 

functions [B.Farhang Boranjrncy, 1999]. But this algorithm suffers from slow convergence 

adaptation process since the convergence time of LMS algorithm is inversely proportional to the 

step size [B. Widrow and S. Stearns, 1985]. Also it suffers from trade off between low level of 

miss-adjustment and fast convergence i.e.  If large step size is selected, then fast convergence will 

be obtained but this selection results in deterioration of the steady state performance (i.e. increased 

the miss-adjustment (excess error). Also small value of the step size will cause slow convergence 

but will enhance or decrease the steady state error level [B. Widrow and S. Stearns, 1985]. 

Therefore, a lot of modifications of the LMS algorithm have been reported. One technique of these 

modifications is using time varying step size i.e. the step size will be adjusted in each iteration 

according to the specific rules. Several time varying step size LMS algorithm were reported 

[,R.W.Harris, D.M. Chadries, 1986 , Long Le, Ozgu Ozun, and Phiipp Steurer, 2002, Charles Q. 

Hoang, 2000, J.J. Chen, R.R. Priemer, Feb.1995, Bozo K. ,Zdravko U. , and Ljubisa S., April 2003, 

S.K., G. Zeng. July 1989, R.H.Kang, E.W.Johnstone, July 1992,  R.W. Wies, A. Balasubramanian, 

J. W. Pierre, 2006 and Yonggang Zhang, Ning Li, Jonathon A. Chambers, and Yanling Hao, 2008]. 

In this paper time varying step size is chosen due to its powerful effect on the performance of the 

system also the structure of the adaptive equalizer will not be changed and this technique require 

less overhead in computations which is an important factor for  hardware implementation.  The 

proposed algorithm in this paper is called MASSLMS algorithm (Modified Adjusted Step Size 

LMS) which is regard as modified version of  previous ASSLME algorithm [Thamer M.Jamel, 

2007 ]. This new proposed algorithm shows good performance and also gets rid of the main 

drawback of the previous algorithm which is the trial and error in selection of the maximum value 

of the step size (µMAX). The value of the maximum of the step size in this paper is adjusted 

according to the input power of the signal instead of the fixed value. This step size is proportional to 

the inverse of the total expected energy of the instantaneous values of the coefficients of the input 

vector.  

 

ADAPTIVE LINEAR EQUALIZER WITH LMS ALGORITHM 

Linear Equalizer LE is one type of adaptive equalization techniques which use only received signal 

symbols in their calculations and do not use any previously detected symbols. Fig.1 shows the 

classical model of the LE .As shown in this figure there are two modes of operations, namely, the 

training mode and decision-directed mode [Simon Haykin , 1983]. During the training mode, the 

transmitter generates a data symbol sequence known to the receiver. 
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Fig. 1 Classical Model of LE  

 

The receiver therefore, substitutes this known training signal in place of the decision device output. 

Once an agreed time has elapsed, the decision device output is substituted and the actual data 

transmission begins. When the training process is completed, the adaptive equalizer is switched to 

its second mode of operation: the decision-directed mode. In this mode of operation, the error signal 

is defined by [ R.W. Wies, A. Balasubramanian, J. W. Pierre, 2006]: 

 

                        )()( nynane                                                                    (1) 

 

Where y (n) is the equalizer output and )(na  is the final correct estimate of the transmitted symbol   

)(na . The linear transversal equalizer(i.e. FIR ) Fig.2 is the simplest equalization techniqe 

available. It is made up of tapped-delay line with tap spacing equal to the symbol time. The 

equalizer input consists of  sampled output of the matched filter that preceds the equalizer. These 

samples are  placed in shift register and shifited once every sample period. The contents of each 

register is  multiplied by a tap gain and added togother to form the output of the equalizer. This 

output is the estimate of the current symbol, this operation can be described by the following 

equation [John M. Morton, 1998]. 

 

                         





12

1

ˆ
N

Nk

knkk ywd                                                              (2) 

 

In this equation, ny  is the input sequance to the equalizer, kw  is the set of tunable complex 

multipliers called tap weights, N1 is the number of the non-caus equalizer taps, N2 is the number of 

causal taps, the total nunmer of equalizer taps is therfore N1+N2=N . The Ts blocks indicate a delay 

of one symbol period 
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Fig. 2 The linear transversal equalizer structure of the LTE 

 

Under the mean square error criterion, the tap weights of the equalizer are adjusted to minimize 

the mean-square error between the original data symbol and the output of the equalizer. This error 

includes both ISI as well as the additive noise. It follows that when the desired equalizer output is 

known (i.e., kk xd  ) the error signal ke  is given by [Rappaport T.S. 2002, B. Widrow and S. 

Stearns, 1985] 

 

              kkkkk dxdde ˆˆ                                         (3)  

 

 

  

The squared error is defined as [R.W.Harris, D.M. Chadries, 1986 ]  

 

                                 
222

ˆˆ dxdde kkkkk
                                            (4) 

 

To compute the mean square error 
2

ke  at time instant k, from eq. (3) the following obtained 

  

   wyxwyywxe k

T

kkk

T

kk

T

kkk
2

22

                             (5) 

 

Taking the expected value of 
2

ek
over k (which in practice amounts to computing a mean squared) 

yields [ B. Widrow and S. Stearns, 1985] 

 

wyxwyywxe k

T

kkk

T

kk

T

kk
EE

k
EE























 222

      (6) 

 

 

Where E is the expectation operator. To find the set of equalizer coefficients those minimize the 

mean squared error for this linear equalizer. The following sets of computations are made. Let R be 

defined as the (N+1)×(N+1) square matrix 
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           (7) 

 

Where (.)
T
 denotes the transpose operation. This matrix is designated the "input correlation matrix." 

The main diagonal terms are the mean squares of the input signal, and the cross terms are the cross 

correlations among the input signal. Let P be similarly defined as the column vector 

 

  EyxEP kk   kk yx    1kk yx    2kk yx    ...   Nkk yx   T
       (8) 

 

This vector is the set of cross correlations between the desired response and the input signal. Using 

eq. (7) and eq.(8), equation (6) may be written as [R.W.Harris, D.M. Chadries, 1986 ] 

 

  wPRwwxEMSE TT

k 22                                       (9) 

 

By minimizing eq. (9) in terms of the weight vector kw , it becomes possible to adaptively tune the 

equalizer to provide a flat spectral response (minimal ISI) in the received signal. This is due to the 

fact that when the input signal ky  and the desired response kx are stationary, the mean square error 

(MSE) is quadratic on kw , and minimizing the MSE leads to optimal solutions for kw . 

To determine the minimum MSE (MMSE), the gradient of (9) can be used. As long as R is 

nonsingular (has an inverse), the MMSE occurs when kw  are such that the gradient is zero. The 

gradient of   is defined as [Rappaport T.S. 2002, B. Widrow and S. Stearns, 1985] 

 
T

Lwwww






























10

                                                (10) 

 

Where L is number of weight coefficients. By expanding (9) and differentiating with respect to each 

signal in the weight vector, it can be shown that eq.(10) yields [Rappaport T.S. 2002, B. Widrow 

and S. Stearns, 1985] 

 

                  PRW 22                                                                            (11) 

 

Setting 0  in eq. (11), the optimum weight vector optw  for MMSE is given by [Rappaport T.S. 

2002, B. Widrow and S. Stearns, 1985] 

 

PRwopt
1                                                       (12) 

 

Using equation (12) to substitute optw  for w  in eq. (9) 
min

 is found to be [Rappaport T.S. 2002, 

B. Widrow and S. Stearns, 1985] 
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    opt
T

k
T

k wPxPRPxMMSE   212

min
         (13)   

            

Eq. (13) solves the MMSE for optimal tap weights optw . 

The LMS algorithm is an iterative procedure that continuously updates a vector of equalizer 

coefficients. It updates these coefficients based on the mean-square error cost function given in eq. 

(9). This cost function is dependant on the output of the equalizer which is dependant on the tap 

coefficients. Each vector of equalizer coefficients will have a certain mean square error associated 

with it. One such vector will produce the minimum mean-square error. The LMS algorithm 

attempts to find the desired vector [B. Widrow and S. Stearns, 1985, John M. Morton, 1998]. The 

change in weights vector is represented as [B. Widrow and S. Stearns, 1985]:- 

 

      )(1 kkk WW                                                                                 (14) 

 

Where µ is constant called the step size that regulates the stability and convergence time of the 

adaptive process. To develop the LMS algorithm, ek

2
 itself is taken as an estimate of

k
. Then, at 

each iteration in the adaptive process, a gradient estimate of the following form has been obtained 

[B. Widrow and S. Stearns, 1985], 
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Put eq. (15) into eq. (14) then the updating weights vector became [B. Widrow and S. Stearns, 

1985]:- 

 

                                kkk WW 
ˆ

1   

                                  kkkk yeWW 21                                                            (16)     

    

This is the LMS algorithm and it is also known as the "stochastic gradient algorithm", and µ is the 

step size that regulates the speed and stability of adaptation. Since the weight changes at each 

iteration are based on imperfect gradient estimates, one would expect the adaptive process to be 

noisy, also the iterative procedure start with initial guess which may be a null vector [Qureshi S.U. 

1985, B. Widrow and S. Stearns, 1985]. If the step size is made too large, the algorithm can become 

unstable and will not converge to the optimal tap vector. The main drawback of the LMS algorithm 

is the slow convergence rate. To overcome this limit, a modified version of the LMS algorithm is 

presented which used time varying step size instead of the fixed step size as shown in the next 

section. 

 

MODIFIED ADJUSTED  STEP SIZE LMS (MASSLMS) ALGORITHM:- 

As explained previously this paper propose algorithm which is called Modified Adjusted Step Size 

LMS (MASSLMS) algorithm. MASSLMS regards as modified version of the ASSLMS algorithm 
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[Thamer M.Jamel, 2007 ]. ASSLMS algorithm used variable step size that will be adjusted 

according to the square of the gradient of the performance surface (i.e.  kk ye )
 2

 as follows:- 

 

                      
2

1 ).( kkkk ye                                                      (17) 

 

Where 10    and 0 , then:- 

 

 MAXk  1      if   MAXk  1     ,  or    min1  k   if    min1  k ,                  (18) 

Otherwise   11   kk   

 

Eq. (17) is a formula to adjust the step size in each iteration and it is modified from the original 

equation of in [R.H.Kang, E.W.Johnstone, July 1992]. In this equation the step size will be adjusted 

according to the square of the gradient of the performance surface (i.e.  kk ye )
 2

 as shown in eq. 

(17). To ensure stability, the variable step size µ(n) is constrained to the pre-determined maximum 

and minimum step size values while α  are the parameters controlling the recursion .  0< 

α<1, and δ>0 ,  and µ(n+1) is set to µmin or µmax when it falls below or above these lower and 

upper bounds, respectively. The constant µmax is normally selected near the point of instability of 

the conventional LMS to provide the maximum possible convergence speed. The value of µmin is 

chosen as a compromise between the desired level of steady state misadjustment and the required 

tracking capabilities of the algorithm. The parameter  controls the convergence time as well as 

the level of misadjustment of the algorithm at steady state. However there is no any formula or 

equation to calculate α and δ in all papers including the original paper [ R.W. Wies, A. 

Balasubramanian, J. W. Pierre, 2006] but usually they assigned high value for α which is very close 

to 1 (i.e. 0.97-to-0.99) and very small value for δ. 

Then the update eq. (16) for the weight vector will be:- 

 

                kkkkk yeww 21                                                           (19) 

 

Where  min  is chosen to provide minimum level of miss-adjustment at steady state, and MAX  

ensures the stability of this algorithm []R.H.Kang, E.W.Johnstone, July 1992]. This proposed 

algorithm (ASSLMS) algorithm regard as modified version of the VSSLMS algorithm [Thamer 

M.Jamel, 2007 ]. Involving the term (yk ) which represents the input  signal in the updating step size 

formula in addition to error factor is favorite choice in order to speed up the estimation and 

adaptation process. The main drawback of the ASSLMS algorithm is how to select the value of the 

upper bound of step size i.e.  µMAX . In other words this drawback is the requirement of a statistical 

knowledge of the input signal prior to the starting training of the algorithm which is necessary to 

determine the fixed value of the maximum step size µMAX (i.e. the upper bound value) in the 

initialization stage of the ASSLMS algorithm.   

In this proposed algorithm an appropriate time varying value of the maximum step size is calculated 

based upon inversely proportional of the instantaneous energy of the input signal vector . 

 

k

T

k

MAX
yy2

1
                                                                      (20) 

 

This sum of the expected energies of the input samples is also equivalent to the dot product of the 

input vector with itself.  Then this time varying upper bound value of the step size is used to 
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guarantee the stability of adjusted step size of the algorithm eq. (17) which is a recursively adjusted 

based on rough estimate of the performance surface gradient square.  

Eq. (20) is used in Normalized LMS (NLMS) algorithm which is an extension of the LMS 

algorithm that overcomes the drawback of the LMS algorithm by selecting a different step size 

value,  k , for each samples of the input signal. [Scott C. Douglas, march 1994]. Eq.  (20) is 

implemented as follows:- 

 

µMAX




k

T

k yy2


                                                                                (21) 

 

Where  the value of ψ is a small positive constant in order to avoid division by zero when the values 

of the input vector are zero and β is within the range of 0<β>2, usually it is equal to 1. In the 

MASSLMS algorithm the upper bound available to each element of the step size vector, µMAX , is 

calculated for each iteration.  

SIMULATION RESULTS 

Case 1:- In this case LE was simulated with different algorithms. The channel used here is called 

channel 1 which is raised cosine function. The order of FIR adaptive filter for all simulation was 11 

taps and signal to noise ratio was 26 dB, the additive noise was Gaussian noise with zero mean, and 

variance 001.02  . The training samples were 1000 samples then the adaptive process is switched 

to decision mode. Fig.3 shows the learning curves for this case with different algorithms. The 

optimum step size for LMS algorithm was chosen by trial and error to be 0.03. The optimum values 

(by trial and error) of max  and min   was chosen to be 0.05 and 0.0001 respectively for ASSLMS 

algorithm. The values of   and   was chosen to be 0.97 and 0.001 respectively for all algorithms. 

The β is equal 1 and ψ is equal 0.1 for MASSLMS algorithm. 

As shown in Fig. 3 the proposed algorithm has fast convergence time than LMS and ASSLMS 

algorithms. The convergence time from Fig.3 is equal to 1000, 600 and 500 iterations for LMS, 

ASSLMS and MASSLMA algorithms respectively. Also the proposed algorithm has smooth 

descending towards the minimum point compared with the LMS and ASSLMS algorithms. This is 

because the upper bound of the step size is time varying value which can track any change in the 

input signal as shown in eq. (21).   

 

Case 2:- The channel used here is called channel 2 which has frequency response with two spectral 

null in the middle region. The impulse response of this channel is (h = [0.2, -0.15, 1.0, 0.21, 0.03]) 

and is shown in Fig.4. 

The same parameters of the case 1 are used in this case except that the optimum value of the upper 

bound of the µMAX of the ASSLMS algorithm was found by trial and error to be equal 0.03. Fig.5 

shows the learning curves for different algorithms for this 2
nd

 channel. As shown in figure (5) the 

proposed algorithm has fast convergence time than both LMS and ASSLMS algorithms. The 

convergence time from Fig.5 is equal to 250, 200 and 100 iterations for LMS, ASSLMS and 

MASSLMA algorithms respectively. Notice that the parameters of the MASSLMS algorithm are 

kept the same without any need to be changed by trial and error and this fact is also present in the 

next case i.e. case 3. 
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Case 3:- The channel used here is called channel 3 which has the following impulse response 

h=[0.01,0.08,-0.126,-0.25,0.7047,0.25,-0.02,0.016,0.0];  and shown in Fig.6. Fig.7 shows the 

learning curves of different algorithms using the same parameters as in case 2 above for all 

algorithms. 
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As shown in Fig.7 the proposed algorithm has fast convergence time than LMS and ASSLMS 

algorithm. The convergence time from Fig.7 is equal to 500, 400 and 200 iterations for LMS, 

ASSLMS and MASSLMA algorithms respectively. Also as seen in Fig.7.b , the learning curve of 

the ASSLMS algorithm has the same performance compared with the LMS algorithm due to that , 

the same parameters of the ASSLMS algorithm are used as in case 2 . So in order to enhance the 

performance of the ASSLMS algorithm the parameters of this algorithm must be optimized by trial 

and error which in turns represents the main draw back point of the ASSLMS algorithm. This draw 
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back is overcome with the proposed algorithm (i.e. MASSLMS) which does not need any 

optimizations of its parameters. 

 
 

CONCLUSIONS 

This paper focused on enhance the performance of our previous proposed algorithm (ASSLMS) 

which suffer from choosing the suitable value of the upper bound of the step size µMAX. The upper 

bound of the step size µMAX needs a statistical knowledge of the input signal prior to the starting 

training of the algorithm which is necessary to determine the fixed value of the maximum step size 

(i.e. the upper bound value) in the initialization stage of the ASSLMS algorithm.  The proposed 

algorithm called Modified Adjusted Step Size LMS (MASSLMS) which used an appropriate time 

varying value of the maximum step size µMAX that  is calculated based upon inversely proportional 

of the instantaneous energy of the input signal vector . This method is favorite choice because the 

time varying µMAX will track any chang in the input signal power. Then this time varying µMAX is 

used to guarantee the stability of adjusted step size of the algorithm which is a recursively adjusted 

based on rough estimate of the performance surface gradient square (i.e.  kk ye )
 2

. 

The proposed algorithm MASSLMS shows fast convergence time through the simulation of the 

adaptive linear equalizer using three different channels compared with the LMS and ASSLMS 

algorithms in spite of using the same parameters for all different cases. 
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ABSTRACT  

             The conversion of nC5-nC7 over 0.32wt%Pt/HY-Zeolite catalyst was studied 

with temperature range 240-270ºC, liquid hourly space velocity range 1-3h
-1

, 

hydrogen to n-alkane mole ratio 8-24 and atmospheric total pressure. The effect of the 

PH2, PnC5, PnC6, and PnC7 orders on the overall reaction rate was studied. For nC7, the 

reaction order with respect to hydrogen varied between -0.998 and -0.948 while with 

respect to nC7 varied between 0.154 and 0.156. For nC6, the reaction order varied 

between -0.811 and -0.808 while with respect to nC6 varied between 0.332 and 0.337. 

For nC5, the reaction order with respect to hydrogen varied between -0.652 and -

0.620 while the reaction order with respect to nC5 was varied between 0.336 and 

0.339. The values of apparent activation energy were obtained and found to be varied 

between 110 and 111 kJ/mol for nC7, 120 to 122 kJ/mol for nC6, and 145 to 148 

kJ/mol for nC5.  

 

 الخلاصة 

ـعهكسممم   ـ  ا ممم س  اـعهتاممم   ـ  ا ــــمممـ س    ممم  ,تمممر ســــــمممـ  تبمممن  ـعتياممم   ـ  ا ممم س              

تلاتم ن اـعمبرمب ريبي م  ازنم  ممن ـع% 23.0ـعع مـــــل ـعمس  د من نــــــنع زينلايم  اـعبم ا    م  نستـــمـ  

تر إجبـء ـعاج ـب ررغط جن  في ميظنم  مخاتبيه تبان      مف  ل ذا حشنة ث رام  اردـجــمـ   3 ـعابط ب 

ــممـ  . -1م ار ـمماخدـم ـممبع فبـب مم  رمم ن ˚002- 042حممبــة رمم ن 
-1

ـعتيامم    إعمم اريســممـب منع مم  ع ه ممدـاج ن  

تتمم  ـعاف  ممل ر عيسممت  ع ه ممدـاج ن اـعتيامم   اـعهكسمم   اـعهتامم   سـس تمميث ب مب3  04 - 8اـعهكسمم   اـعهتامم   رمم ن 

-ا  8..23-ـ  ا  س  ر عيست  عاف  ل ـعهتا   ـ  ا  س  عنحظ ـ  مبتت  ـعاف  ل ر عيست  ع ه دـاج ن تابـاح رم ن 

عاف  ممل ر عيسممت   3 231.0ا  231.4تاممبـاح رمم ن  ـلا ا مم س ر يممم  ن نمم  مبتتمم  ـعاف  ممل ر عيسممت  ع هتامم   , 23.48

ر يمم  ن نم  , 23828-ا  23811-تبن  ـعهكس   ـ  ا  س  ن ن  مبتت  ـعاف  ل ر عيست  ع ه مدـاج ن تامبـاح رم ن 

ر عيسمت  عاف  مل تبمن  ـعتيام   ـ  ا م س  3 0..23ا  0..23مبتت  ـعاف  ل ر عيست  ع هكس   ـلا ا  س  تابـاح ر ن 

ر يممم  ن نمم  مبتتمم  ـعاف  ممل ر عيسممت  , 23002-ا  230.0-رمم ن ن نمم  مبتتمم  ـعاف  ممل ر عيسممت  ع ه ممدـاج ن تاممبـاح 

 -112تر ســـ  ق ر ط ق   ـعايشم ط ا اجمد  ر نهم  تامبـاح رم ن 3 ...23ا  0..23ع تيا   ـلا ا  س  تابـاح ر ن 

 .14ا , من  ر عيست  ع هكسم   ـلا ا م س  /ن  ن جن  100-102, من  ر عيست  ع هتا   ـلا ا  س  /ن  نجن  111

 , من  ر عيست  ع تيا   ـلا ا  س  /ن  ن جن  148 -



A-H. A.K. Mohamed                                                                Hydroisomerization Of N-Alkane 

M.Kamel                                                                                    Over Zeoilte Supported Catalyst 

 

 9393 

KEYWORDS  

Isomerization, HY-Zeolite, Heptane, Hexane, Pentane 

INTRODUCTION 

Hydroisomerization of light alkanes is becoming extremely important as an 

alternative for octane upgrading. Since the branched alkanes products have high 

research octane numbers (RON) and burn cleanly they are the only acceptable 

alternative as octane booster. The interest in improving the environmental protection 

and to promote the efficiency of the automotive motors encourages the formulation of 

new catalysts and development of new processes for gasoline. Considering that 

branched-chain alkanes posse the greatest octane numbers, the use of gasoline 

containing higher content of these compounds is one alternative to obtain fuel with 

high antiknock characteristics [Kuchar et al.,1993]. Usually, branched chain alkane 

can be obtained by isomerization reaction employing bifunctional catalysts formed by 

metal supported over acid zeolite [Kouwenhoven and Zijll, 1971]. The isomerization 

is a catalytic processes involveing rearrangement of the molecular structure of a 

hydrocarbon without gain or loss of  any of its components [Meyers,1996]. The 

interest in the isomerization process heightened with the phase out of tetraethyl lead 

in 1970's, following the phase out of leaded gasoline due to the introduction of Clean 

Air Act Amendments of 1990 in the USA and similar legislation in other countries. 

The aim of this work is to provide:  

(1) An integrated experimental data on the skeletal isomerization of nC5, nC6 and 

nC7 on zeolite catalysts in a continues reaction unit containing a fixed bed of a 

catalyst and at atmospheric pressure; 

 (2) A study on the effect of operating conditions (Temperature, LHSV, (H2/nC5,6,7) 

mole ratio, n-alkane and H2 partial pressures) on the isomerization rate and 

selectivity;  

 (3) A comparison between the conversion of  n-C5, n-C6, and n-C7 over platinum 

loaded zeolite 

 

EXPERIMENTAL 

Catalyst Preparation 

HY-zeolite as a powder was mixed with montmorillonite clay as binder. The preferred 

binder content is between (15-30 wt %) as noticed by Allain et al.(1997) and 

Cañizares et al.(2000) . The resulting mixture was mixed with water to form a paste. 

An extrudates with 3~5 mm length and about 2 mm diameter were formulated and 

dried over night at 110
º
C. The value of Pt required to obtain acid reaction as the 

limiting step is between 0.15-2wt%, as reported by Lanewala et al.(1967), Ribeiro et 

al.(1982), and Runstraat et al.(1997a). In this study a Pt/HY-zeolite catalysts with 

0.32wt% Pt were prepared using impregnation method. To prepare a 0.32wt% Pt/HY-

Zeolite catalyst the impregnation process requires proper solution of hexchlorplatinic 

acid. The impregnated extrudates were then dried at 110
º
C over night and calcinated 
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at 300
º
C for 3 hours in a furnace with dry air. The calcinated catalyst were then 

reduced with hydrogen at 350
º
C for 3 hours [Runstraat et al.,1997a, Exner et al., 

1989]. The impregnation process was carried out under vacuum and the solution was 

added as drop wise with mixing for homogenous distribution at fixed temperature 

40
º
C. 

TEST METHODES 

Catalyst Composition 

The analysis of platinum in the prepared catalyst was achieved using atomic 

absorption spectrophotometer type (PYE UNICAM SP9) at Ibn-Sina State 

Company.The surface area and pore volume tests where done by the Petroleum 

Research and Development Center. It is found that the surface area decreases to 

545.96 m
2
/gm after adding the binder and formulate the particles, while it falls down 

to 435.59 m
2
/gm with the pore volume 0.3735 ml/gm after adding platinum. 

GC Analysis 

The separation and analysis of reaction product into their components were carried 

out by gas chromatographic analysis on packed model 438Aa-VSA from Agilent 

Technologies Company. All the gas chromatograph analysis was done in AL DURA 

refinery. 

PROCEDURE AND CONDITION 

Thirty cubic centimeters of fresh catalyst was charged to the reactor between two 

layers of inert materials. The charged reactor was flushed with nitrogen to purge the 

air from the system. Meanwhile, the reactor is heated to the desired temperature. After 

reaching the reaction temperature, the nitrogen valve was closed. A pre-specified flow 

rate of feedstock was set on, vaporization of the feed occurs in the evaporator, and the 

vapor feed is mixed with the hydrogen and nitrogen in the mixing section at a 

specified flow rates .The mixture entered the reactor from the top, distributed 

uniformly by the inert materials and reacted on the catalyst charged inside. The 

product gases passed through down to the condenser and the final condensates were 

collected only after steady state operation was established and initial products were 

discarded. Figure 1 shows the catalytic hydro-conversion unit process flow digrame. 

 The isomerization reaction conditions, employed are temperature 240-270ºC, liquid 

hourly space velocity of 1-3 h
-1

, hydrogen to n-alkane mole ratio 8 to 24 and the total 

pressure kept atmospheric. nC5, nC6 and nC7 partial pressures were kept constant at 

7.3 kPa while hydrogen pressure varied between 47.7-90.2 kPa using nitrogen as a 

make-up gas varied between 3.75-46.3 kPa to obtain the final reaction pressure of 

atmospheric. Another set of experiments were done by keeping the hydrogen partial 

pressure constant at 90.2 kPa while nC5, nC6 and nC7 partial pressures varied 

between 3.6-11 kPa, and the nitrogen partial pressure varied between 0-7.4 kPa to 

give the final reaction pressure of atmospheric pressure. 
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.  

Figure  1 The catalytic hydro-conversion unit process flow digrame 

RESULTS & DISCUSSION 

Effect of Temperature 

Figures 2, shows that the increasing of temperature of isomerization process at a 

constant LHSV increases the conversion of n-pentane, n-hexane and, n-heptane ,that 

is due to the number of sites that can be used for the reaction increased when the 

temperature increases, in agreement with Ahari et al.(2006), Asuquo et al.(1997), 

Martens et al.(2000) and and Narbeshuber et al. (1997). 

 



Journal of Engineering Volume 15   September 2009 Number 3 
 

 

 
 

9399 

Temp oC

C
o

n
v
e

rs
io

n
 %

 nC5

 nC6

 nC7
240 250 260 270

0

5

10

15

20

25

30

 

 

Figure  2 Conversion of nC5, nC6, and, nC7 at different temperature and 

LHSV=1hr-1 

 

EFFECT OF LHSV 

Figures 3 shows the changes of nC5,nC6  and, nC7 conversion as a function of a 

space time( 1/LHSV). As LHSV decreases the conversion increases. This means that 

increasing in the residence time, which leads to offer a plenty of contact time of feed 

stock with catalyst inside the reactor. All results indicate that low LHSV is favored 

for isomerization process. 
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Figure  3 Conversion of nC5, nC6, and, nC7 at different contact time and 

T=270˚C 

 

Rate of Reaction 

According to the differential method, the rate of reaction can be estimated by finding 

the slop of the line tangent to the curve which represents the relationship between n-

alkane conversion and (W/FAo)  at any given point. Figures 4 - 5 shows the plots of 

%conversion vs. the(W/FAo) for nC5, nC6, and nC7. 
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Figure  4 Experimental conversion of nC5 vs W/FAo 
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Figure  5 Experimental conversion of nC6 vs W/FAo 
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Figure  6  Experimental conversion of nC7 vs W/FAo 

The Apparent Activation Energy Measurements 

The activation energy (Eact) is usually determined by measuring the rate of reaction  

(r) as a function of temperature and fitting the data to Arrhenius equation. 

)/exp( RTEzr act         (1)                                                     

Rewriting equation (1) gives equation (2): 

         (2) 

Table 1 shows the apparent activation energies for nC5, nC6, and nC7 conversions 

over the temperature range 240-270ºC. These values are determined from the slopes 

of the straight lines of plots of figures 7 to 9 and according to equation (2). 

Table  1 Apparent activation energy( kJ/mol) for C5,C6and C7 

LHSV hr-1 n-C5 n-C6 n-C7 

1 145 119.9 110 

1.5 147 120.9 110 

2 148 122 110 

3 148 122 111 
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As shown in Table 1 the apparent activation energy decreases with decreasing LHSV, 

since the rate of reaction increases with decreasing space time.  Also, these values are 

decreases as the carbon number increases. The difference in the apparent activation 

energies possibly resulted from the different adsorption enthalpy since the 

experimentally determined activation energy consists of the sum of the true activation 

energy and the adsorption enthalpy. Additionally, variation of temperature and n-

alkane partial pressures can lead to a variation of surface coverage which corresponds 

to a higher or lower degree of adsorption sides occupied and therefore different 

adsorption energy is observed 
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Figure  7 Arrhenius plots for isomerization process of nC5 
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Figure  8 Arrhenius plots for isomerization process of nC6 
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Figure  9 Arrhenius plots for isomerization process of nC7 
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The reaction order with respect to hydrogen and n-alkane pressure 

The effect of deactivation on common empirical kinetic parameters, namely the 

reaction order with respect to n-alkane (m) and hydrogen (n) and the apparent 

activation energy (Eact,app) is represented in equation 3 [Alvarez et al.,1996]: 

n

H

m

alkanenre PPkTOF
2
        

 (3) 

Where, TOF is the turnover frequency and is defined as the rate of reaction per acid 

site [Runstraat et al., 1997b], kre is effective reaction rate coefficient. From equation 

2.1 it can be gathered that m and n are function of Pn-alkane and PH2 ranging  from 0 to 1 

for (m) and -1 to 0 for (n). However, in many studies the absolute values of m and n 

is found both m<-n and m> -n. These differences are usually attributed to 

deactivation effects [Alvarez et al.,1996, Santen et al.,1997].Since the TOF is defined 

as the rate of reaction of n-alkane per acid site, equation (3) can be rewritten into the 

following empirical form:  

n

H

m

alkanen PPkr
2         (4) 

Where, k is constant and equal to the effective reaction rate coefficient multiplied by 

the number of acid site. Rewriting equation (4) gives equation (5): 

2
lnlnln)ln( Halkanen PnPmkr          (5) 

The order of reaction with respect to hydrogen at given temperature can be calculated 

by simulating the reaction at different hydrogen partial pressure and fixed n-alkane 

partial pressure. According to equation (5), plotting ln(-r) vs. ln(PH2) must gives a 

straight line with slop equal to n. The order of reaction with respect to n-alkane was 

achieved by simulation the reaction in variable n-alkane partial pressure and constant 

hydrogen partial pressure. According to equation (5), plotting ln(-r) vs. ln(Pn-alkane) 

should gives a straight line with slop equal to m. 

Alkane Order Measurement 

Table 2 shows the order of reaction with respect to nC5, nC6, and nC7 at different 

temperature. As shown in table 2, no significant change in the reaction order was 

detected when the temperature increases from 240-270ºC. The values of the reaction 

order with respect to n-alkane are arranged in the following manner:  

C7<C6<C5 
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Table  2 Reaction order with respect to n-alkane(m) at different temperature 

Temp ˚K n-C5 n-C6 n-C7 

513 0.339 0.337 0.156 

523 0.338 0.335 0.155 

533 0.335 0.332 0.154 

543 0.336 0.332 0.154 

The most likely reason for slight change in the order of reaction may be due to the 

active sites elimination resulted from deactivation increase with increasing Pn-alkane. 

This is enhanced by the fact that coking involves bimolecular reactions. The extent to 

which (m) is decreased depends on the rate of deactivation which itself is a function 

of, among other things, temperature and catalyst characteristics. Hence the variation 

in the deviations from the intrinsic ( m ) values caused by deactivation. 

Hydrogen Order Measurement 

The orders of reaction with respect to hydrogen (n) are tabulated in table 3. These 

values are vary with the n-alkane carbon number, and arranged in the following order: 

C5>C6>C7 

Also, it seems that these values are slightly affected when the temperature rises from 

240 to 270ºC, the decrease of n values can be attributed to the change in the number 

of active sites resulting from coke deposition. The steady state level of deactivation 

increases with decreasing PH2. These results show that the effect of deactivation on 

hydrogen order is stronger than on the n-alkane order, indicating that the rate of 

deactivation is more sensitive to PH2 than to Pn-alkane. The reason for this is probably 

that a decrease of PH2 not only results in a higher concentration of alkene, but also in a 

lower rate of decoking reaction. 

Table  3 Reaction order with respect to hydrogen (n) at different temperature 

Temp ˚K n-C5 n-C6 n-C7 

513 -0.652 -0.811 -0.998 

523 -0.640 -0.809 -0.981 

533 -0.631 -0.810 -0.968 

543 -0.620 -0.808 -0.948 
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Selectivity and Product Distribution 

n-Heptane 

Figure 10 shows the distribution of three main products : methylhexane and 

ethylpentane (monobranched isomers(MB)); dimethylpentane (dibranched 

isomers(DB)); and cracked products(CP), as a function of the total conversion.  
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Figure  10 Product distribution for nC7 conversion  (LHSV=1hr-1) 

Figure 11 shows that Methylhexane constitute over 97% of the mono branched 

products,and that 2- and 3- methylhexane seems to be in a ratio close to equilibrium 

value that is around 1.2 (figure 12) . 
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Figure  11 Distribution of monobranched isomers for nC6 conversion ( LHSV=1 

hr-1) 

 

Figure  12 Thermodynamic equiliberium for Heptane isomerization ( Pins et al. 

1984) 

The dibranched isomers distribution changes also very noticeably with the conversion 

(figure 13). 2,3-Dimethylpentane is initially highly favored but disappears for the 

benefit of 2,2-  and 3,3-dimethylpentanes. 2,2,3-Trimethylbutane formed with 

negligible amount, moreover, its only formed like cracking products for very high 

conversion. This results are in agreement with the results published by Giusepp et 

al.(1986). 
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Figure  13 Distribution of dibranched isomers for nC7 conversion ( LHSV=1 hr-

1) 

n-Hexane 

Figure 14 shows the distribution of three main products: methylpentane 

(monobranchedisomers(MB)); dimethyl-butane (dibranched isomers (DB)); and 

cracked products(CP), as a function of the total conversion. 
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Figure  14 Product distribution for nC6 conversion (LHSV=1hr-1) 

 

Figure 14 shows that the monobranched isomers are the main products. Figure 15 

shows that the 2-methylpentane (2MP)/ 3-methylpentane(3MP) ratio is found to be 

around the thermodynamic equilibrium value (~1.6) (figure 16). 
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Figure  15 Distribution of monobranched isomers for nC6 conversion ( LHSV=1 

hr-1) 

 

 

Figure  16 Thermodynamic equiliberium for Hexane isomerization(Serge, 2003) 

 

The ratio of 2-methylpentane (2MP) /2,3-dimetylbutane (2,3DMB)  is also reached 

the thermodynamic equilibrium value as seen in figure 17. Further more 2,3DMB  
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should be formed more rapidly than 2,2DMB since 2,3DMB formation involves 

tertiary cation [Allain et al.,1997]. However, the transformation of 2,3DMB to 

2,2DMB is slow because it is required the passage through a tertiary carbocation 

which is less stable. 
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Figure  17 Distribution of dibranched isomers for nC6 conversion ( LHSV=1 hr-

1) 

 

n-Pentane 

Figure 18 show that the iso-pentanes is the main product for n-pentane conversion 

over Pt/HY-Zeolite, the n-pentane molecules are easily penetrated into the catalyst 

pore so that the conversion is higher than that for n-hexane and n-heptane reaction. 
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Figure  18 Product distribution for nC5 conversion (LHSV=1hr-1) 

 

CONCLUSION 

 It was observed that the isomerization of n-heptane occurs as follows: 

 

nC7↔(3MH,2MH,EP)↔(2,3DMP,2,4DMP)↔(2,2DMP,3,3DMP) 

 

and the that the isomerization of n-hexane occur as follows: 

 

n-C6↔(2MP,3MP)↔(2,3DMB)↔(2,2DMB) 
 

 The conversion of n-pentane, n-hexane, and n-heptane increases as pressure of 

n-alkane increases and hydrogen pressure decreases. This leads to positive 

order with respect to n-pentane, n-hexane, and n-heptane , and negative order 

with respect to hydrogen. 

 It was observed that the values of apparent activation energy for 

hydroisomerization of n-pentane, n-hexane, and n-heptane over the prepared 

catalyst take the following order 

Eact of n-Heptane < Eact of n-Hexane < Eact of n-Pentane 

And the apparent activation energy decreases with decreasing LHSV since the 

rate of reaction increases with decreasing space time 

 the selectivity to iso-alkanes increases as the n-alkanes chain become shorter. 

This illustration can be seen in Figure 19 show a comparison between the 

selectivity of n-pentane, n-hexane, and n-heptane to the total isomers as a 

function of temperature. Okuhara (2004) reported that if the number of carbon 
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atom is 7 or higher, the β-scission of the carbenium ion can take place to form 

alkenes and carbenium ion with less number of carbon atoms. As a result, a 

smaller hydrocarbon chains are formed. This is one of the important reasons 

for the low selectivity in the isomerization of n-heptane especially when the 

reaction temperature increases. Figure 20 show a comparison between the 

selectivity of n-pentane, n-hexane, and n-heptane to the cracked products as a 

function of temperature. 
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Figure  19 Selectivity to total isomers for nC5, nC6, and nC7 at different 

temperature ( LHSV=1 hr-1) 
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Figure  20 Selectivity to cracked products for nC5, nC6, and nC7 at different 

temperature ( LHSV=1 hr-1) 
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ABSRACT  

 
      Hydrogenation of D-glucose in the presence of Raney nickel as a catalyst was 

employed for the preparation of D-mannitol. The effects of the reaction time (15-115 

min), reaction temperature (15-65 
o
C), and catalyst to D-glucose ratio (3-11 %) on the 

yield of D-mannitol were studied. The experimental design of Box-Wilson method 

was adopted to find a useful relationship between the effecting variables and the D-

mannitol yield. The experimental data collected by this design was successively fitted 

to a second order polynomial mathematical model. The analysis of variance shows 

that the reaction time had the greatest effect on the yield of D-mannitol among other 

variables. An optimum operating conditions of 115 min reaction time, 50 ˚C reaction 

temperature, and 3 % catalyst to D-glucose ratio gave 14.01 % D-mannitol yield, 

81.34 % D-sorbitol yield, and 94.9 % D-glucose conversion. D-Mannitol of purity 

99.7 % was obtained after its separation from D-sorbitol, the second product of the 

hydrogenation process, using the fractional crystallization method.     

 

 

 الخلاصة 

 

زمجند  ( (Raney Nickelو يجسدتممج  لبمدجنتتل  ندا لبوكلزدلط يقةياده لبهف  ده  إنتدج  إبد يهدف  لبحثد        

ونسحه لبمجند  لبمسدجعف , (م˚ 51 -31)د  ه لبثةل ة , (دقتاه 331 -15)طنا لبتفجع   تأثتةتمت د لسه . نسجعف

بتودليا عققده  يجةدته  ((Box-Wilsonلسدتدفنت رةياده . لبمدجنتتل  إنتج تدهعك   %( 33 - 1)لبوكلزلط  إب 

ه نددا لبف  دده لب جنتددوتددت تم تدد  اددلاق لبمققدده ي ددو  نددج   يممجدبدده , لبمددجنتتل  يإنتج تددهتددةيا لبمترتددةلث لب قثدده 

(Second-Order Polynomial) للإحصددج  كتدد  وقددف يددتا لبتث (F-test  )طنددا لبتفجعدد  اددل لبمترتددة  و  إن

عجبتده اد  طندا   ندجنتتل إنتج تده أعقدت رتكته لبم كد  لبتد  تلبظةو  لب إن. لبمجنتتل  إنتج تهعك   للأزحة لبتأثتة

 إنتج تددهعنددف اددلاق لبظددةو  زجنددت %(. 1)ونسددحه عجندد  نسددجعف , (م˚10)د  دده حددةل ة , (دقتادده331)تفجعدد  

تدت لسدتدفلم رةياده %(. 49,4)ونسحه تثدل  لبوكلزدلط , %(13,19)لبسل يتتل   إنتج ته, %(39,03)لبمجنتتل  

ثصدل  عكد  ولب ,لبدلا  يمتحدة لبندجتل لب دجن  بممكتده لبهف  ده, بفصد  لبمدجنتتل  ندا لبسدل يتتل لبحكل ة لبتجزيئته 

  .%(44,9)نجنتتل  يناجوة 
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INTRODUCTION 

      D-Mannitol, C6H14O6, is a hexahydric alcohol with a straight chain of six carbon 

atoms and six hydroxyl groups. As a pure solid, it is a white, odorless, nontoxic, 

crystalline material. D-Mannitol has been widely used in the food, pharmaceutical, 

medicine, and chemical industries. An important use of D-mannitol is for the 

preparation of mannitol hexanitrate which is a well known vasodilator used in the 

treatment of hypertension (Von Weymarn, 2002).  

      D-Mannitol can be extracted from many plant raw materials such as manna, 

seaweed, and algae. However, the extraction of D-mannitol from these raw materials 

is not a good commercial source. Both fermentation and catalytic hydrogenation 

processes are used. The catalytic hydrogenation process has been widely used for the 

commercial production of D-mannitol (Ojamo et al., 2000).  

      D-mannitol can be made by the catalytic hydrogenation of three naturally 

occurring hexoses, D-glucose, D-fructose, and D-mannose. Pure D-mannitol is 

obtained by the hydrogenation of D-mannose, while an equal portions mixture of both 

D-mannitol and D-sorbitol is obtained by the hydrogenation of D-fructose. A low 

portion of D-mannitol as compared with D-sorbitol is obtained when D-glucose is 

used as the raw material, where a portion of D-glucose is isomerizes to D-fructose and 

D-mannose. However, D-glucose or a mixture of D-glucose and D-fructose is the 

practical source because of its greater availability and low cost. Raney nickel 

catalysts, to which various promoters have been added, are widely used in the 

hydrogenation process. These catalysts, which are prepared from nickel -aluminum 

alloys, are approximately as effective as platinum catalysts for promoting many 

hydrogenations at low pressures and temperatures (Schwarz, 1994). 

      Different separation processes have been used for the separation of D-mannitol 

from D-sorbitol. D-Mannitol is readily separated from D-sorbitol by a fractional 

crystallization from aqueous solutions, in which D-sorbitol is soluble (Devose, 1995). 

Both D-mannitol and D-sorbitol can be separated chromatographically on a column of 

calcium poly styrenesulfonate, which professionally retains D-sorbitol (Melaja and 

Hamalainen, 1975).  

      Experimental designs are frequently performed in the study of empirical 

relationships between one or more measured responses and a number of variables. 

Having such relations, it can specify a combination of variables that will achieve 

some practical benefit. In the chemical industry, experimental designs are particular 

applied to the study of process variables and how they affect the product. The basic 

types of experimental design are factorial design, fractional factorial design, and Box-

Wilson design (Montogomary, 1976). 

      The catalytic hydrogenation process was used by different researchers to prepare 

D-mannitol from different feedstocks using different catalysts. Makkee et al. (1980) 

used a platinum metal catalyst for the preparation of D-mannitol by catalytic 

hydrogenation of a mixture of D-glucose and D-fructose. Makkee et al. (1985) 

prepared D-mannitol by catalytic hydrogenation of D-glucose over a copper on silica 

catalyst. Toukoniitty et al., (2005) used Raney nickel catalyst for the preparation of D-

mannitol by catalytic hydrogenation of D-fructose.  
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      The aim of the present work is to study the catalytic hydrogenation of D-glucose 

to D-mannitol using Raney nickel catalyst, and the effect of reaction time, reaction 

temperature, and catalyst ratio on the yield of D-mannitol.  

  

 

EXPERIMENTAL WORK 

 
Materials 

D-Glucose: D-Glucose (supplied by Hopkin and Williams, Searle Company) of 

purity 99% was used for the preparation of D-mannitol.  

Hydrogen: Hydrogen (supplied by Al-Mansour Factory) of purity 99.9% was used 

for D-glucose hydrogenation.  

Catalyst: Highly active Raney nickel catalyst (supplied by Aldrich Company) of pore 

size 50 μ and surface area 90 m
2
/g was used for the hydrogenation of D-glucose to D-

mannitol. It was stored as 50% slurry in water. Its nickel content was 75.11%.   

 

Apparatus  

      A schematic diagram of laboratory experimental unit used for the hydrogenation 

of D-glucose is shown in Fig.1. This unit consists of a reaction flask which was a 

pyrex three-necked 500ml glass flask. The feed was charged to the reaction flask 

through a glass dropping funnel with a capacity of 100ml, and the hydrogen gas was 

fed to the reaction flask by means of a special perforated bulb tube (Sparser) in order 

to keep the solution in considerable agitation and to prevent settling of the catalyst.  

The loss of vapor from the reaction flask was prevented by using a pyrex double pipe 

glass condenser with an inner pipe of spiral shape.  The reaction flask temperature 

was measured by a glass thermometer range from 0 to 100˚C, and maintained at the 

desired value by the use of a water bath. The hydrogen gas flow rate was controlled 

by a needle valve (Micro Hooke mite) and measured by a rotameter (GEC-Elliott). 

The composition of product was measured by a shimadzu Lc-6A high performance 

liquid chromatography (HPLC) system consist of: 6mm ID х 150mm L column 

(Shim-Pack CLC-ODS) and spectrophotometric detector (SPD-6A at 63nm). 

 

Experimental Procedure  

      20 wt% D-glucose solution was prepared by dissolving 40 g D-glucose in 160 ml 

distilled water. This solution was brought to pH value of 9 by the addition of 0.01 g 

calcium hydroxide per 40 g D-glucose and mixed with 2-6 g Raney nickel catalyst to 

form the reaction slurry. The resultant slurry was charged through the dropping funnel 

into the reaction flask. When the required temperature was reached, hydrogen gas was 

fed continuously at a flow rate of 1.86 liter/min through the reaction slurry by means 

of the perforated glass bulb tube to keep the slurry in considerable agitation during the 

reaction time. At the end of duration time, the solution was cooled and the catalyst 

was allowed to settle at the bottom of the reaction flask. The supernatant solution was 

filtered and by HPLC method for its D-mannitol, D-sorbitol, and D-glucose content. 

The above procedure was applied at the optimum operating conditions and the D-

mannitol was separated from the product solution as follows:  

      The alkaline product solution (filterate) was first neutralized with dilute sulfuric 

acid and then concentrated to about 33ml at a temperature of 45 ˚C and under a 

pressure of 50 mmHg using a glass evaporation-vacuum system. To this solution, 50 
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ml of 90% ethanol was added and the precipitated salts were removed by filtration. 

The solution was cooled to 15 ˚C and seeded with D-mannitol. After 2 hours, D-

mannitol crystallized in the form of fine needle-like crystals whish were separated by 

filtration, washed with cold 80% ethanol, and dried at 40 ˚C and 600 mmHg. 

  

 

The dried D-mannitol crystals were recrystallized twice from ethanol, filtered and 

dried. Then the purity (assay) of D-mannitol was 99.7.  

      The D-mannitol yield, D-sorbitol yield, and D-glucose conversion are defined 

mathematically as follows: 

 

 

                     100*

gf
W

m
W

 (%) yield Mannitol-D                                        (1) 

                    100*

gf
W

s
W

(%) yield Sorbitol-D                                                 (2)  
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W
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W
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W

(%) conversion Glucose-D



                                                 (3) 

 

 
 

Fig. 1, Schematic diagram of D-Glucose Hydrogenation Unit 
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Mathematical Modeling  

 

      A second order polynomial mathematical model was employed to represent the 

yield of D-mannitol y as a function of reaction time X1, reaction temperature X2, and 

catalyst ratio X3. The general form of this model for three variables is represented by 

the following equation:  

 

2

39

2

28

2

17326

315214332211o

XBXBXB XXB      

XXBXXBXBXBXBBy




                      (4)                           

 

An experimental design based on Box-Wilson central composite method was used to 

organize the experiments. In order to design the experiments, the operating range of 

the variables is first specified, thus: 

 

                          X1=reaction time from 15 to 115 min. 

                          X2=reaction temperature from 15 to 65 ˚C. 

                          X3=catalyst ratio from 3 to 11 %. 

 

The total number of experiments N is computed according to the following equation:  

 

                          12PP2N                                                                                  (5)  

 

Then:                  

                           1512(3)32N   

 

The relationship between the coded variable and the corresponding real variable is as 

follows:  

 

                          P*
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 Then:                 

 

3*
50

65actualX

codedX
1

1 











 
                                                  (7)   

                           3*
25

40actualX

codedX
2

2 











 
                                                   (8)  

                           3*
0.04

0.07actualX

codedX
3

3 











 
                                                (9)  

 

 

 

 

 



M. J. Ahmed                                                              Hydrogenation Of D-Glucose To D-Mannitol  

                                                                      Using Raney Nickel Catalyst  

 

 1495 

RESULTS AND DISCUSSION 
 

Analysis of Box-Wilson Experimental Results  

      Table 1 shows the coded and real values of independent variables for the 

experiments to be conducted according to Box-Wilson method, and the experimental 

response represented by D-mannitol yield.  

      A nonlinear least-squares regression program based on Gauss-Newton method 

was used to fit Eq. (4) to the coded data and experimental D-mannitol yield given in 

Table 1. This fitting gave the predicted D-mannitol yield y, the residual error e, and 

the coefficients B of this equation as shown in Table 2. The fitted response surface of 

Eq. (4) is:           

 

         
2

3

2

2

2

132

3121321

0.639X0.799X0.638XX0.037X      

X0.017XX0.078X2.27X1.14X2.28X9.30y




               (10) 

 
     The analysis of variance (F-test) was used for testing the significance of each 

effect in Eq. (2). The calculations are given in Table 3.  

      An estimate of the variance Sb
2
 is obtained by dividing the experimental error 

variance Sr
2  

by the sum of squares of each effect  ΣX
2
 ,as follows: 

 

              Sb
2
= Sr

2
/ ΣX

2
 

 

Where  

              Sr
2
= (Σe

2
)/ γ             

 

               γ = N-n 

                  

      The significance of effects may be estimated by comparing the values of the ratio 

(B
2
/Sb

2
) with the critical value of the F-distribution at 95 % confidence level 

(F0.95=6.61). If the ratio B
2
/Sb

2 
> 6.61 then the effect is significant. Thus, according to 

the results shown in Table 3, it appears that the interaction effects are not significant. 

The best response function is then conveniently written as follows:   

                         
2

3

2

2

2

1321 0.639X0.799X.638X2.27X1.14X2.28X9.30y  0          (11) 

                                                                                                                                   

      This equation represents the best form of the mathematical model that relates the 

D-mannitol yield y to the three variables in terms of coded levels. An equivalent 

equation, in terms of the actual levels will be more useful in estimating the response 

for any desired conditions in the range of the independent variables. The new equation 

with a correlation coefficient of 97 % is obtained as follows:  

                                                                                                                                  

2

3

2

2          

2

1321

39.08X120.003984X

0.000789XX29651.75X398825.0X181469.089313.7y




      (12) 

 

      The optimum operating conditions was determined by differentiating both sides of 

Eq. (12) for each independent variable and equating the derivative to zero. Thus, the 

optimum conditions corresponding to a maximum D-mannitol yield are 115 min 
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reaction time, 50 ˚C reaction temperature, and 3 % catalyst ratio. At these conditions 

the optimum theoretical D-mannitol yield calculated from Eq. (12) is 13.66 % and the 

experimental yield is 14.01 %. Also the experimental D-sorbitol yield is 81.34 % and 

D-glucose conversion is 94.9 %.   

 

Effect of Reaction Time 

      Figures 2 and 3 show the effect of reaction time on the theoretical D-mannitol 

yield at different reaction temperatures and catalyst ratios, respectively.  

      Figure 2 shows that the yield of D-mannitol increases with increasing reaction 

time. An increase in reaction time from 15 to 115 min at 50 ˚C and 3 % catalyst ratio 

leads to an increase in D-mannitol yield from 5.77 to 13.66 %. Figure 3 together with 

Fig. 2 show that there is no interaction between reaction time and catalyst ratio, and 

also between reaction time and temperature as summarized in Table 3. The results of 

this table show that the reaction time has the greatest effect on D-mannitol yield.  

 

Effect of Reaction Temperature 

      The effect of reaction temperature on the theoretical yield of D-mannitol at 

different reaction times and catalyst ratios is shown in Figs. 4 and 5, respectively.  

      These figures indicate that at lower temperature, longer reaction time and smaller 

amounts of catalyst are necessary to obtain comparable values of D-mannitol yield. At 

45 ˚C and 3 % catalyst ratio, 8.2 % D-mannitol yield is achieved in 35 min, while at 

19 ˚C and 3 % catalyst ratio, 75 min is needed to achieve the same yield, as shown in 

Fig. 4. Figure 5 shows that at 45 ˚C and 115 min, 8.2 % D-mannitol yield is obtained 

using 9 % catalyst ratio, while at 19 ˚C and 115 min it is necessary to use 6 % catalyst 

ratio in order to reach the same yield.  

       Figures 5 and 6 also show that the use of high temperatures (above 50 ˚C) reduces 

D-mannitol yield, because at high temperatures, Raney nickel catalyst losses its 

activity as explained by Jianping et al. (2004).  

 

Effect of Catalyst Ratio 

      Figures 6 and 7 show the effect of catalyst ratio on the theoretical D-mannitol 

yield at different reaction times and temperatures, respectively. 

      In Fig. 6, the yield of D-mannitol yield decreases with the increase of catalyst 

ratio. An increase in the catalyst ratio from 3 to 11 % at 50 ˚C and 115 min causes a 

decrease in the yield of D-mannitol from 13.66 to 5.81 %. The use of low catalyst 

ratio increases D-mannitol yield, because the rate of isomerization of D-glucose will 

be greater than its hydrogenation rate, as explained by Makkee et al. (1985). This 

figure also shows that the time required to reach 8.2 % yield can be reduced from 75 

to 35 min by decreasing the catalyst ratio from 9 to 5 %.  

      Figure 7 shows that there is no interaction between the catalyst ratio and the 

reaction temperature, as explained in Table 3. This table shows that the catalyst ratio 

and reaction time have nearly the same effect on the yield of D-mannitol.  
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Table 1, D-Mannitol Yields of Box-Wilson Method Experiments  
 

Run 

No. 

Coded Variables Real Variables D-Mannitol 

Yield (%)   X1 X2 X3 X1 X2 X3 

1 -1 -1 -1 36 26 0.0469 6.05 

2 1 -1 -1 94 26 0.0469 10.29 

3 -1 1 -1 36 54 0.0469 8.86 

4 1 1 -1 94 54 0.0469 13.01 

5 -1 -1 1 36 26 0.0931 1.89 

6 1 -1 1 94 26 0.0931 6.42 

7 -1 1 1 36 54 0.0931 5.07 

8 1 1 1 94 54 0.0931 9.07 

9 -1.732 0 0 15 40 0.07 2.57 

10 1.732 0 0 115 40 0.07 11.25 

11 0 -1.732 0 65 15 0.07 5.09 

12 0 1.732 0 65 65 0.07 7.76 

13 0 0 -1.732 65 40 0.03 11.52 

14 0 0 1.732 65 40 0.11 2.29 

15 0 0 0 65 40 0.07 9.30 

      

 

Table 2, Statistical Analysis Results of Fitting Eq. (4) 

       

No. X1 X2 X3 Y(%) y(%) e(%)  Coefficient  B 

1 -1 -1 -1 6.05 6.05 0 B0 9.30 

2 1 -1 -1 10.29 10.73 -0.44 B1 2.28 

3 -1 1 -1 8.86 8.41 0.45 B2 1.14 

4 1 1 -1 13.01 12.78 0.23 B3 -2.27 

5 -1 -1 1 1.89 1.40 0.49 B4 -0.078 

6 1 -1 1 6.42 6.16 0.27 B5 0.017 

7 -1 1 1 5.07 3.91 1.16 B6 0.037 

8 1 1 1 9.07 8.36 0.71 B7 -0.638 

9 -1.732 0 0 2.57 3.43 -0.86 B8 -0.799 

10 1.732 0 0 11.25 11.34 -0.09 B9 -0.639 

11 0 -1.732 0 5.09 4.93 0.16   

12 0 1.732 0 7.76 8.88 -1.12   

13 0 0 -1.732 11.52 11.31 0.21   

14 0 0 1.732 2.29 3.46 -1.17   

15 0 0 0 9.30 9.30 0   
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Table 3, Variance Analysis of Variable Effects* 

 

Effect 
2X   Coefficient 

B 

Variance 

 22

r

2

b X/SS  

F-value 
2

b

2 /SB  

F0.95 

=6.61 

 15 B0 9.30    

X1 14 B1 2.28 0.086 60.45 S 

X2 14 B2 1.14 0.086 15.11 S 

X3 14 B3 -2.27 0.086 59.92 S 

X1X2 8 B4 -0.078 0.151 0.040 NS 

X1X3 8 B5 0.017 0.151 0.002 NS 

X2X3 8 B6 0.037 0.151 0.009 NS 

X1
2 

26 B7 -0.638 0.047 8.66 S 

X2
2 

26 B8 -0.799 0.047 13.58 S 

X3
2 

26 B9 -0.639 0.047 8.69 S 

*     S= Significant, NS= Not Significant  
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Fig. 2, D-Mannitol Yield Vs. Reaction Time at Different Temperatures  
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Fig. 3, D-Mannitol Yield Vs. Reaction Time at Different Catalyst Ratios  
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Fig. 4, D-Mannitol Yield Vs. Reaction Temperature at Different Times  
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Fig. 5, D-Mannitol Yield Vs. Reaction Temperature at Different Catalyst Ratios 
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Fig. 6, D-Mannitol Yield Vs. Catalyst Ratio at Different Times  
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Fig. 7, D-Mannitol Yield Vs. Catalyst Ratios at Different Temperatures 

 

      CONCLUSSIONS 

 

 The reaction time had the greatest effect on D-mannitol yield, as compared 

with the other variables.    

 There was no interaction between the reaction time, reaction temperature, and 

catalyst ratio.  

 A quantitative relationship between D-mannitol yield and the three variables 

was well represented by a second order polynomial mathematical model.  

 A maximum D-mannitol yield of 13.66% was obtained at 115 min reaction 

time, 50˚C reaction temperature, and 3 % catalyst ratio.  
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NOMENCLATURE 

Notation 

B        Coefficient of estimated model (%)  

C        Initial concentration of D-glucose solution (wt. %) 

e         Residual error (%)  

n         Number of coefficients in the model 

N        Number of experiments  

NS      Not significant  

P         Number of variables  

QH      Volumetric flow rate of hydrogen (liter/min) 

S         Significant  

Sb
2 

      Variance of coefficient B 

Sr
2
       Residual variance  

Wgf      Weight of D-glucose in the feed (g) 

Wgp     Weight of D-glucose in the product (g) 

Wm        Weight of D-mannitol in the product (g) 

Ws       Weight of D-sorbitol in the product (g) 

X1           Reaction time (min) 

X2        Reaction temperature (˚C) 

X3        Catalyst ratio (%) 

y          Theoretical or predicted value of D-mannitol yield (%) 

Y         Experimental or observed value of D-mannitol yield (%) 

 

Greek Leters  

γ    Number of degree of freedom  
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ABSTRACT 

    In this work, a developed modified one sampling ahead preview (OSAP) controller with repetitive 

control action for single – phase voltage source PWM inverters used in (UPS) systems is proposed. 

The proposed technique minimizes largely the plant modeling errors resulted from simplification 

made to obtain a linear discrete - time plant model. In addition, due to the repetitive control action, 

this digital control scheme can minimize the steady-state error and periodic distortions caused by 

nonlinear cyclic loads. Hence, the Total Harmonic Distortion (THD) will be reduced. This technique 

utilizes a switching frequency greater than the sampling frequency, yielding additional minimization 

in the plant modeling errors. As the sampling frequency is less than the switching frequency, it is 

possible to implement this controller on a low speed microcontroller. Plant model and theoretical 

analysis of the control scheme are discussed. Simulation results are presented to verify the 

performance of the proposed approach under different load conditions. 

 

KEYWORDS 

 Uninterruptible power supply (UPS), PWM inverters, repetitive controller, one sampling 

ahead preview (OSAP) controller, digital control, and microcontroller.

 

 

 الخلاصة

بالاشتراك مع المسيطر و( Developed Modified OSAP Controller) يسمى نظام سيطرة اقتراح في هذا العمل تم   

أحادي الطور ( PWM)لعاكس ذو مصدر الفولتية متغير التجهيز ا للسيطرة على عملRepetitive Controller ) )التكراري 

(Single-Phase )قدرة الغير منقطع والمستعمل في أنظمة مصدر ال(UPS). 

وكما أن , إن التقنية المقترحة تقلل إلى حد كبير مقدار الخطأ المتولد من التبسيط المستخدم في تحويل النظام إلى النوع الخطي   

أخذ فقد تم زيادة هذا التردد مع بقاء تردد  Switching Frequency))الخطأ يقل أكثر في حالة زيادة تردد عمل مفاتيح المعدل 

المنخفض السرعة ( Microcontroller)ثابتا مما يفيد من إمكانية استعمال المسيطر الدقيق   (Sampling Frequency)ت العينا

 .والقيمة في تنفيذ مثل هذا النوع من السيطرة
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ر وكما يقلل من لاستقرافي حالة ا الموجود من مقدار الخطأقد بينت النتائج أن وجود المسيطر التكراري يخفض إلى الحد الأدنى    

 (.THD)مما يسبب انخفاضاً في نسبة مجموع المركبات المشوهة  الدورية اللاخطية التشوهات المتكررة الناتجة من الأحمال

تحت عدة حالات  التقنية المقترحةكما تم تمثيل النتائج على الحاسوب لتقييم أداء , (رياضي)تم تحليل المنظومة بشكل نظري    

 .ن الأحمالمختلفة م

 

INTRODUCTION 

 

   The uninterruptible power supply (UPS) systems have been widely used as backup for critical load 

applications such as computers and life support systems in hospitals. 

   The widespread availability of low cost microcontrollers and DSP processors has yielded possible 

of use digital control techniques to improve the performance of UPS systems. Digital control 

techniques should generate the pulse width modulated (PWM) signal to produce the sinusoidal 

output voltage of the UPS system with low total harmonic distortion (THD) for linear and nonlinear 

loads. The microprocessor – based deadbeat control scheme had been used in [1, 2]. The PWM 

signal is determined at each sampling instant by the microprocessor, based on output measurements 

and the reference signal. This approach can result in a low (THD) sinusoidal output with fast 

transient response. The drawback of this scheme is the detection of both output voltage and output 

capacitor current required at each sampling instant. Thus, a deadbeat control algorithm using only a 

voltage sensor, which may be called one sampling ahead preview (OSAP) controller, was proposed 

to reduce the cost of the overall system and the computation time of the controller [3]. Although this 

technique demonstrates quick response for load disturbances and nonlinear loads, the output voltage 

waveform normally presents high (THD) for nonlinear cyclic loads such as AC phase–controlled 

loads and rectifier loads in computer systems. Thus, a repetitive controller was added to OSAP 

controller to minimize the steady–state error and periodic distortions caused by nonlinear cyclic 

loads [4]. In spite of this, the pulsewidth in these schemes is limited by the computation time of the 

microprocessor. 

   A modified OSAP controller [5] was proposed to increase the maximum available pulsewidth. In 

this approach, the pulsewidth in the (k-th) sampling interval is computed by using the output voltage 

sampled at the previous sampling instants. Hence, the pulsewidth is determined during the previous 

interval in order to extend the pulsewidth to the entire sampling interval (T). However, this digital 

control technique is very sensitive to parameter variations and plant modeling errors. 

   An improved modified OSAP controller [6] was implemented to reduce the effects of the plant 

modeling errors resulting from the simplifications made to obtain a linear discrete–time plant model. 

This digital control scheme employs a switching frequency greater than the sampling frequency, 

minimizing the plant modeling errors. 

   In this work, a developed modified OSAP controller with a repetitive control action is proposed for 

voltage source PWM inverter used in (UPS) systems. The proposed scheme differs from the 

aforementioned previous scheme, presented by reference [6], by the positions of the switching pulses 

within the sampling interval. Applying this scheme minimizes the effects of the plant modeling 

errors produced by linearization of the discrete–time plant model more than that obtained with the 

previous scheme. The switching frequency used in the proposed scheme is also greater than the 

sampling frequency, which minimizes the undesirable effects of the plant modeling errors too. As 

the sampling frequency is smaller than the switching frequency, it is possible to implement this 

controller on a low cost microcontroller. 

   Plant modeling and stability analysis for the proposed system are presented. Simulation results (for 

110 ,rmsV  60 Hz, 1 KVA system) are carried out to demonstrate the performance of the proposed 
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control approach due to sudden changes at load, linear and nonlinear cyclic loads, and unmodeled 

dynamics. Finally, conclusions and suggestions for future work are reported.  

 

 

 

PLANT MODEL 

   Figure (1) shows the single–phase PWM inverter circuit of the UPS, where the full–bridge 

inverter, (LC) filter and pure resistive load (R) are considered as the plant to be controlled. The state 

and the output equations of such a second–order system, with state vector     T
cc tvtv  , are: 

 

     
   tCxty

tButAxtx




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Figure (1) [7] 

Digitally controlled PWM inverter 

 

 

   The proposed control scheme is very similar to the control scheme presented by [6]. The only 

difference between them is that the train of input pulses in the sampling period for the proposed 
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system is positioned in the center of these sections instead of being in the beginning. Figures (2) and 

(3) demonstrate the train of pulses for the two schemes. 

 

   For the proposed controller the sampled–data state equation can be written as: 

 

       
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Figure (2) [7] 

Multiple–Pulse Width Modulation (MPWM) pattern for the improved modified OSAP controller. 

Each pulse placed in the beginning of its section 

 

 

Figure (3) 

MPWM pattern for the proposed (developed modified OSAP) controller each pulse placed in the 

center of its section 

 

 

0 

pn
T 

pn
T 

pn
T

2
 

pn

T

2

3 
p

p

n

Tn

2

)12( 
 

pn
T2 

T 2T 

BV 

0
pn

T
pn

T2  
p

p

n

Tn 1 T T2

BV

pn
T



Journal of Engineering Volume    15  September  2009     Number 3 
 

 

 4593 

 

   Integrating Eq.(3) and taking 
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 as a common term, the nonlinear discrete–time 

state equation can be obtained: 
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   It is possible to obtain a linear discrete–time model by computing the term 
   
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 using 

Taylor series and neglecting terms of higher than ( 2
T ), yields: 

 

                                                       kTHkxGkx dd  1                                                (6) 
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   Figure (4) shows the normalized errors between the parameters of the input matrix 

dH ( 1dh and 2dh ) and respective parameters of the nonlinear model for different values of ( pn ). The 

normalized errors can be calculated using the following Equations: 
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   and 
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   Figure (4) demonstrates the superiority of the proposed approach upon the previous one (improved 

modified OSAP controller presented by reference [6]) in modeling errors amount. Moreover, it is 

very clear from the Figure that modeling error decreased significantly as the switching frequency of 

the PMW inverter increased. 

 

   Using Eq. (6), the input–output equation in the (z–domain) can be obtained: 

         
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Figure (4) 

Modeling error for different values of  25.0,/11550  ppp sradn   

(b) Normalized error of 1dh .  (a) Normalized error of 2dh . 
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   Thus, the input–output difference equation can be written as: 

 

                111 2121  kubkubkyakyaky dddd                                    (11) 
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CONTROL LAW 

   The OSAP control law can be obtained from Eq.(11) considering that the output is equal to the 

reference signal at the next sampling instant, y(k+1) is substituted by r(k+1). Then, the following 

control law can be obtained:  

 

 
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1

221 111

q

kuqkypkypkr
kuOSAP
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                                 (13) 

 

   If the OSAP controller gains 1p , 2p , 1q  and 2q  are equal to the plant parameters 1a , 2a , 1b  and 

2b , respectively, it becomes a deadbeat control law which forces the output voltage to be equal to the 

reference signal at the next sampling interval. However, if the plant parameters change after the 

controller gains in Eq.(13) have been determined; the deadbeat response is no longer obtained [3]. 

   Moreover, the maximum available pulsewidth is limited by the delay time caused by the output 

voltage (A/D) conversion and control law computation. To solve this problem a modified OSAP 

controller is presented[5]. The modified OSAP controller equation becomes: 
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where the developed controller gains are: 
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   Equation (14) shows that the pulse width determination can be completed during the previous 

interval, and the pulse width can be extended to the theoretically maximum limit, that is, the 

sampling interval (T). 
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   To minimize the steady – state error and periodic distortions, a repetitive controller is added to this 

developed modified OSAP controller, as shown in Figure (5), such that the control law becomes: 

 

       kukuku RPdMOSAP                                                 (16) 

 

   The repetitive control law can be written as [4]: 

 

          





1

21 .
i

rrRP niNkecnNkecku                                       (17) 

          

where e(k) is the tracking error, 1rc  and 2rc  are the gains of the repetitive controller, N is the time 

advance step size and n is the number of samples in a period of reference voltage which equal to the 

ratio of the sampling frequency sf  to that of the reference sinusoidal waveform rf . In this control 

system, each pulse width  kuRP , and as a result  ku , is determined by referring the output voltage 

in the previous cycle. The repetitive controller gains are designed to guarantee a good steady – state 

response for any resistive load and fast convergence of the output error for nonlinear cyclic loads 

[6]. 

 
 

Figure (5)  
Control system block diagram using 

the developed modified OSAP controller with repetitive control action 

 

 

STABILITY ANALYSIS 

   Figure (6) shows the developed control system before adding the repetitive controller. The transfer 

function (      zrzyzGdMOSAP  ) can be obtained by taking the z – transformation of Eqs. (11) and 

(14), and elimination the plant input (  zudMOSAP ), yields: 
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Figure (6) 

Block diagram of the developed control system 

without the repetitive controller. 

 

 

   Figure (7) shows the stability region of the developed modified OSAP controller in the 

|| pp    plane for two nominal values of filter parameters (case (a) 

FCmHL ff 15,5.0  , case (b) FCmHL ff 10,35.0  ). This is performed from the 

localization of the closed-loop poles (the denominator of Eq.(18)) with the variation of plant 

parameters ( ,, fLR and fC ). Figure (7) also shows the trajectories of the plant parameters in this 

plane. The trajectory of one parameter is done maintaining the other two parameters constant at their 

nominal values. From the Figure, it is clear that stability is expected for load changes from no load to 

rated load. In addition, an accepted stability region with a good range of output filter parameters is 

obtained. 

   On another hand the choices of the filter parameters must be governed by the sampling frequency 

choice  

   If a repetitive controller is added to the system, the z–transform of the repetitive controller Eq. (17) 

can be written as: 
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   The transfer function (    zrze / ) of the system shown in Figure (5) can be obtained, using Eq.(19) 

and the z–transform of Eqs. (11), (14), and (16). Then: 
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where )(),( zrze  are the z–transform of the output error and the reference input respectively, and: 
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        zGzccczQzH dMOSAP

n

rrr

N

ddMOSAP

  121

1

11                                  (21) 

 

   Since the stability of Eq.(18) is established, the repetitive controller determines the overall system 

stability. From Eq.(20), a sufficient condition for stability [4] is: 

 

  1|| jHdMOSAP                                                               (22) 

 

where ω is the angular frequency of the reference input: fm 2 , (m=0, 1, 2 … n/2). 
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Figure (7) 

      Stability region of the modified OSAP controller in || pp    plane with: 

       a)  
ssw ff  , controller parameters: andμF,CmH,.L ff 1550  12R . 

       b)  
ssw ff 3 , controller parameters: μF,CmH,.L ff 1550  and 12R . 

       c)  
ssw ff  , controller parameters: andFCmHL ff ,10,35.0  12R . 

        d)  
ssw ff 3 , controller parameters: andFCmHL ff ,10,35.0  12R . 

5- Simulation Results 
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   The performance of the developed modified OSAP controller with repetitive control action is 

evaluated using the digital computer simulation by writing some programs (with MATLAB ®, 

version (7.4)). Table (1) summarizes the parameters of the single – phase PWM inverter system used 

in simulation. The simulation results for three different cases (1), (2), and (3) of filter parameters and 

switching frequency values are presented according to the load conditions. 

 

Table (1) 

Parameters of the single-phase PWM inverter used in simulation 
 

PARAMETER VALUE 

DC input voltage 200BV V 

Reference voltage & frequency 110refV V, Hzfr 60  

Nominal resistive load  12R  

Sampling frequency KHzfs 8.10  

Sampling period sT 6.92  

Repetitive controller gains ,01 rc  3.02 rc  

OUTPUT FILTER PARAMETERS 

Case (1) 

FCmHL ff 15,5.0  

Switching frequency ( KHzfsw 8.10 ) 

PWM (one pulse in the center) 

Case (2) 

FCmHL ff 15,5.0  

Switching frequency ( KHzfsw 4.32 ) 

MPWM (three pulses, each one is in the 

 center of its section of the sampling interval) 

Case (3) 

FCmHL ff 10,35.0   

Switching frequency ( KHzfsw 4.32 ) 

MPWM (three pulses, each one is in the 

 center of its section of the sampling interval) 

 

 

 

NOMINAL LOAD CONDITION  

   The developed modified OSAP controller with and without repetitive control action is simulated 

using nominal resistive load (R=12Ω). The waveforms of the output voltage  ,tvc  reference 

voltage  tvref , and load current  tiL  for the three different cases (1), (2), and(3) are shown in 

Figure (8). 
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Figure (8) 

   Response of the developed modified OSAP controller for nominal resistive load condition 

  12R  in: 

(a) case(1), without repetitive controller.  (b)  case(1), with repetitive controller. 

(c) case(2), without repetitive controller.  (d)  case(2), with repetitive controller. 

(e) case(3), without repetitive controller.  (f )  case(3), with repetitive controller.

 

No – Load Condition 

   The simulation for the same three cases (1), (2), and (3) are shown in Figure (9). Again, better 

response is achieved by increasing the switching frequency in cases (2) and (3). 

   Figure (10) shows the total harmonic distortion (THD) to the nominal load and no-load conditions 

for the three cases. The influence of the repetitive integral action is clear in the consecutive cycles. 

Moreover, increasing the switching frequency minimizes the THD in cases (2) and (3) more than 

that for case (1). However, due to the integral action of the repetitive controller, THD for nominal 

load condition of all cases approaches zero in the latest cycles. 
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Figure (9)  

Response of the developed modified OSAP controller with repetitive controller for no-load condition 

in:  a) case(1).  b) case(2).  c) case(3). 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Figure (10) 

Influence of repetitive integral action on the total harmonic distortion factor (THD) with the 

consecutive cycles for:  a) Nominal load condition.  b) No – load condition. 

 

 

Nonlinear Load Condition 

   The nonlinear loads, such as AC phase – controlled loads (Triac) and rectifier loads, are considered 

as an output periodic disturbance on the system. Such nonlinear loads represent a challenge to 

evaluate the system performance. Some of nonlinear loads will be discussed here. 
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Triac Connected in Series with Nominal Resistive Load 

   Figure (11) presents the response of the proposed controller with nominal resistive load in series 

with a Triac commuting at ( 
25272 ) for the three cases (1), (2), and (3). 

 

 

 

 

 

 

 
 

 

 

 

 

                    

 

 

Figure (11) 

Response of the developed modified OSAP controller with repetitive controller for nominal resistive 

load in series with a Triac commuting at 
25272  in: 

  a) case(1).  b) case(2).  c) case(3). 

 

 

   It is clear that the steady state error, caused by this nonlinear cyclic load, is minimized by adding 

the repetitive controller especially for case (3) in comparison with cases (1) and (2). This is due to 

that: the influence of reducing the filter inductance ( fL ) minimizes the reactance affecting current 

changes directly, so small inductance value is quickly compensate the drawn load current in 

comparison with larger values, hence less input supply voltage is needed to compensate the drop in 

voltage. 

   A comparison of (THD) for nominal resistive load with a Triac commuting at angles 

( 
300120,27090,25272,21636 and ) each for the three different cases (1, 2, and 3) is 

shown in Figure (12). It is clear that the (THD) for case (1) and case (2) are very similar, while that 

for case (3) shows a better response. The (THD) approaches zero for Triac angles ( 
21636 ) and 

case (3) of angles ( 
300120 ) unlike for other states. This is due to the drop in the output voltage at 

the commuting angle that requires a low or high value of the control law (u(k)). High values of u(k) 

demanded may exceed the maximum permitted value ( BV ), i.e. the pulse width ( T ) exceeds the 

sampling period (T), according to Eq. (5), which is not possible ( T = T  at saturation). In this case, 

the control law (u(k)) will be limited to the DC supply voltage ( BV ), and the THD may not 

approaches zero. 
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Triac Connected in Series with Nominal Resistive Load Including Unmodeled Dynamics 

   In this section a nominal resistive load in series with a Triac commuting at ( 
25272 ) connected 

to the developed modified OSAP controller including an unmodeled dynamics will be tested. An 

equivalent resistor of (0.5 Ω) in series with the filter capacitor may achieve an example for this state. 

From control point view, this resistor value caused an unmodeled (stable zero) at (-8000 rad/sec) to 

be added to the closed–loop transfer function of the system. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure (12) 

Influence of repetitive integral action on the (THD) for nominal resistive load in series with a Triac 

commutes at: 

a) ( 
21636 ).  b) ( 

25272 ).  c) ( 
27090 ).  d) ( 

300120 ). 
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   Figure (13) shows the output voltage and load current waveforms for the three cases defined 

earlier. It is clear that the proposed controller shows a good performance with the presence of this 

unmodeled dynamic. 

   Figure (14) shows the (THD) of the output voltage for the three cases. Also the (THD) for case 

(3), with reduced filter parameters, is better than that for cases (1) and (2). 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Figure (13) 

Response of the developed modified OSAP controller with repetitive control action for nominal 

resistive load in series with a Triac commuting at 
25272  including unmodeled stable Zero 

 at (-8000 rad/sec) :  a) case (1).  b) case (2).  c) case (3). 
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Figure (14) 

THD for nominal resistive load in series with a Triac commuting at 
25272  including unmodeled 

stable Zero at (-8000 rad/sec). 
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Step Change – Load Condition 

   A step load changes from no – load to full load is illustrated in Figure (15) for the three cases (1), 

(2) and (3). The three cases show a good transient response for a step – load change. 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

Figure (15) 

Transient response for the proposed controller:  a) case (1).  b) case (2).  c) case (3). 

 

CONCLUSIONS  

   Results show that this controller with the proposed control technique, using input pulses in the 

center, minimizes largely the plant modeling errors, resulted from simplification made to obtain a 

linear discrete - time plant model, more than that when the pulses are placed in the beginning. 

Moreover, increasing the switching frequency minimizes the effects of the plant modeling errors too. 

   Stability analysis proves that the closed-loop system for the proposed controller is stable from no-

load to full load variation. In addition, an accepted stability region with a good range of output filter 

parameters is obtained without distinct difference between one or three pulses per sampling period 

states. 

   Simulation results assure that adding a repetitive controller to the developed modified OSAP 

controller minimizes the steady-state error and hence gives the advantage of low total harmonic 

distortion (THD). 

   Results show that the proposed control scheme with three pulses, each one in the center of its 

section from the sampling period, (MPWM pattern) improves system transient response more than 

the modified OSAP control system with one pulse in the center (PWM pattern) for no-load and 

nominal load conditions. However, there is no distinct difference in the THD of both patterns for 

nonlinear load conditions.  

   Nevertheless reducing filter parameters, which mainly reduces the cost, (especially the inductance 

fL ) satisfies better performance with lower (THD) for nonlinear load conditions, even in the 

presence of an unmodeled dynamics, appreciating that lower stability range for the repetitive 

controller gains is obtained. 
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LIST OF SYMBOLS 

 

   The symbols repeatedly used are listed below. Other symbols are explained in the text. 

  

21 , rr cc  Repetitive controller gains 

pf  Resonance frequency 

rf  Reference frequency 

sf  Sampling frequency 

swf  Switching frequency 
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
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State space matrix for the new linear discrete-time plant model 

)(zGdMOSAP  Transfer function of the developed modified OSAP controller system 


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

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d

d

d
h

h
H  

Input matrix for the linear discrete-time plant model 










)(

)(

2

1

kh

kh

non

non

d

d
 

Nonlinear input matrix for the discrete-time plant model 

 k Counter of samples 

 n Number of samples in a period of reference voltage 

pn  Number of pulses per sampling period 

N Time advance step size 

2121 ,,, qqpp  OSAP controller parameters 

32121 ,,,, ddddd QQQPP  Developed modified OSAP controller parameters 

),(kr )(zr  Reference voltage (in control notation) 

)(ku  Discrete system input voltage (denoted by the control law too) 

)(kudMOSAP  Control law of developed modified OSAP controller 

)(kuOSAP  Control law of OSAP controller 

)(kuRP  Repetitive control law 

)(tvin  Inverter input voltage 

)(tvref  Reference voltage signal 

 y(t),y(s),y(k),y(z) System output voltage 

 ω Angular frequency of the reference input 

p  Resonance angular frequency 

p  Resonance damping ratio 

)(kT  k-th pulse width 

MPWM Multiple Pulse Width Modulation 

PWM Pulse Width Modulation 

THD Total Harmonic Distortion 

UPS Uninterruptible Power Supply 
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ABSTRACT 

The main goal of this work is to determine optimal location for placing generating plants in the 

Iraqi National Super Grid which gives minimum total losses in the system. A package build under 

Matlab was used to allocate optimal placement of generating sets, calculating active and reactive 

power for these generators, .calculating system minimum losses, and determine the effect of 

varying the output of the generators used on losses reduction.  
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 لشبكة الضغط الفائق العراقية تحديد مواقع إنشاء محطات التوليد التي تعطي اقل خسائر في القدرة

 

 ألخلاصة

اقع المستقبلية لمحطات التوليد لشبكة الضغط الفائق في العراق والتي تعطي اقل والم أفضلتهدف هذه الدراسة إلى تحديد  

لنصب محطات  الأماكن أفضلتحديد  إلىحيث تم التوصل   Matlabبلغةهز برنامج جا لهذا الغرضاستخدم  .المنظومةخسائر في 

وقدرات تلك  أماكناقل الخسائر التي يمكن الحصول عليها عند تحديد ، حساب القدرة الفعالة والمتفاعلة لكل محطةالتوليد، 

 .من خسائر المنظومة  التقليلتغيير قدرات المحطات الحالية في  تأثير ، والمحطات
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INTRODUCTION 

            Electric power systems designed with generating units that are widely scattered and 

interconnected by long transmission lines may suffer significant losses. The losses depend on the 

line resistance and currents and are usually referred to as thermal losses. While the line resistances 

are fixed, the currents are a complex function of the system topology and the location of generation 

and load.  Proper placement of generation units will reduce losses also free available capacity for 

transmission of power and reduce equipment stress, while improper placement may actually 

increase system losses. In this work an algorithm was applied to determine the best placement of 

new units for the Iraqi super grid network in order to maximize power available and minimize 

losses on the system for a given load (William 2002). 

 

 

Mathematical representation of the problem:  

The main objective is to find the partial derivatives (sensitivity) of active power loss with respect 

to active and reactive power injected at all buses except slack bus.  

   PPSEN L  /   QPL  /   

Where  [SEN] is the sensitivity factor.                                                              

The results of sensitivity vector  SEN  are used as an indicator to the efficiency of the system to 

reduce losses in case of installing generation units or shunt capacitors at these buses  (samir2007). 

The following matrix [D] is the partial derivative of real losses with respect to voltage 

magnitude at load buses and voltage angles at all buses except slack bus.  

 
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The components of  D  are calculated as follows: 

 
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The mathematical analysis needs also Jacobian matrix  Jac  which is used in power flow 

problem, then: 

     DSENJac
T

                                                                                                     (4) 

Then      DJacSEN
T 1

                                                                                          (5) 
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                                                                                (6) 

Where  J  is the Jacobian matrix of Newton-Raphson load flow. 

Then Psen = 
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And Qsen = 
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The following matrix represents derivative of active power losses w.r.t generation voltages: 
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Where 












u

g
 represents partial derivative of injected power to bus voltages. 
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Where  f  represent the sensitivity of losses w.r.t control variables (Manadur 1981). 
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Where  H  represents the second partial derivative for lossP  w.r.t control variables. 
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 u     Optimum, where   opt. = 0.001, then lossP  represents minimum losses in the 

system. Otherwise control variables have to be developed as follows: 
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Where Psen = partial derivative of real losses with respect to real power injected at load buses. 

          Qsen = partial derivative of real losses with respect to reactive power injected at load                                              

  Buses (Manadur 1981).                                                                                                                 
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Iraqi National Super Grid (INSG) System: 

     INSG network consists of 19 busbars and 27 transmission lines; the total length of the lines is 

3711 km., six generating stations are connected to the grid. They are of various types of generating 

units, thermal and hydro turbine kinds, with different capabilities of MW and MVAR generation 

and absorption. Fig.1 shows the single line diagram of the INSG (400) kV system (Afaneen 2004). 

The diagram shows all the bus bars, the transmission lines connecting the bus bars with their 

lengths in km marked on each one of them. The load and generation of INSG system on the 2
nd

 of 

January 2003 are tabulated in Table1. Lines parameters were tabulated in Table2 (Al-Rawi2002) 

and used for a program formulated under Matlab 5.3. For this study Baji was chosen as slack bus. 

 

 

Figure1: Configuration of the 400 kV Network 
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    Table1: The load & Generation of the Iraqi National Super Grid System (400 kV)  

Bus Bar 

Number 

Bus Bar 

Name 
Type 

Generation Load 

MW MVAR MW MVAR 

1 BAJ Slack 570.592 100.4455 200.00 98.00 

2 SDM P,V 700.00 - 23.2248 5.00 2.00 

3 HAD P,V 500.00 - 0.8474 100.00 60.00 

4 QAM P,Q .00 .00 60.00 40.00 

5 MOS P,Q .00 .00 300.00 180.00 

6 KRK P,Q .00 .00 70.00 40.00 

7 BQB P,Q .00 .00 150.00 80.00 

8 BGW P,Q .00 .00 500.00 360.00 

9 BGE P,Q .00 .00 500.00 360.00 

10 BGS P,Q .00 .00 100.00 50.00 

11 BGN P,Q .00 .00 300.00 200.00 

12 MSB P,V 600.00 420.6564 120.00 70.00 

13 BAB P,Q .00 .00 100.00 50.00 

14 KUT P,Q .00 .00 100.00 60.00 

15 KDS P,Q .00 .00 200.00 100.00 

16 NAS P,V 650.00 - 69.1434 100.00 54.00 

17 KAZ P,Q .00 .00 350.00 200.00 

18 HRT P,V 380.00 35.9855 38.00 22.00 

19 QRN P,Q .00 .00 70.00 30.00 

Total Total losses=37.592Mw 3400.592 463.8716 3363 2056 
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Table2: INSG System Line Data 

From To R (P.U) X (P.U) B (P.U) 

BAJ4 SDM4 0.00542 0.0487 1.4384 

MOS4 SDM4 0.00143 0.0124 0.36439 

MOS4 BAJ4 0.00399 0.03624 1.074 

BAJ4 HAD4 0.00364 0.03024 0.8676 

QAM4 HAD4 0.0035 0.03 0.7413 

BGE4 BQB4 0.00076 0.00689 0.2043 

BAJ4 KRK4 0.00182 0.01654 0.49031 

BAJ4 BGW4-2 0.0055 0.05004 1.4826 

BAJ4 BGW4-1 0.00483 0.04393 1.3017 

HAD4 BGW4 0.00483 0.04393 1.3017 

BGW4 BGN4 0.00093 0.00847 0.25099 

BGN4 BGE4 0.00029 0.00265 0.0788 

KRK4 BGE4 0.00481 0.04373 1.29581 

BGE4 BGS4 0.00105 0.00955 0.28309 

BGW4 BGS4 0.00144 0.0131 0.38816 

BGS4 MSB4-1 0.00121 0.0102 0.30944 

BGS4 MSB4-2 0.00121 0.0102 0.30944 

BAB4 MSB4-1 0.00077 0.00648 0.19666 

BAB4 MSB4-2 0.00077 0.00648 0.19666 

BGS4 KUT4 0.00245 0.02236 0.6625 

BGS4 KDS4 0.00292 0.02659 0.788 

KDS4 NSR4 0.00383 0.03486 1.03314 

KAZ4 NSR4 0.00439 0.03999 1.1849 

KUT4 NSR4 0.00433 0.0394 1.1674 

KAZ4 HRT4 0.00119 0.01083 0.32104 

QRN4 HRT4 0.0013 0.01182 0.35022 

QRN4 KUT4 0.00628 0.05713 1.6927 

 

Results and Discussion 

        The values of dPloss/dPi which represents the efficiency to reduce system power losses with  

  

respect to real power injecting at the buses except the slack bus, were tabulated in Table3. 

 

High negative partial derivative at any bus means that the system has high efficiency to 

reduce active power losses when injecting active power in that bus. On the other hand positive 

partial derivative for example at buses (3, 5, and 2) means that system power losses increase in case 

of injecting real power in these buses. The best buses to accept injecting active power are those with 
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high negative partial derivative. Table4 and Fig.2 show the values of active power injection at each 

load bus, which gives maximum real power loss reduction. Injecting real power at bus 9 (BGE) 

gives max system loss reduction equal to %100
592.37

67.22592.37



 = 39.69%.On the other hand  

 

Table 3: loss sensitivities for all buses 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

injecting real power at bus 16 (NSR) gives min system loss reduction equal to 

%100
592.37

49.37592.37



 = 0.27%. For the other buses, loss reduction lies between these two values. 

 

Bus 

No. 
Bus Name 

Loss 

sensitivity Ploss/ 

 Pinjection 

7 Baquba - 0.0392 

9 Baghdad East - 0.0361 

11 Baghdad North - 0.0359 

8 Baghdad West  - 0.0279 

10 Baghdad South - 0.0258 

15 Kadissia - 0.0230 

13 Babel - 0.0214 

12 Mussayab - 0.0207 

14 KUT - 0.0188 

17 Khour-Al-Zubair  - 0.0152 

19 Qurna  - 0.0126 

6 Kirkuk - 0.0110 

18 Hartha - 0.0096 

16 Nasiriya - 0.0034 

4 Qaim - 0.0004 

1 Baji 0.0000 

3 Haditha 0.0031 

5 Mousil 0.0136 

2 Sed Al-Mousil 0.0268 
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Table (4): The Injection of Real Power which Gives Max Loss Reduction 

Bus 

No. 

 

Bus Name 
Pinjection    

[Mw] 

Minimum losses   

[Mw] 

Max. loss      

Reduction % 

9 Baghdad East 800 22.67 39.69 

11 Baghdad North 825 22.83 39.26 

7 Baquba 625 25.37 32.51 

8 Baghdad West 825 25.83 31.28 

10 Baghdad South 550 30.35 20.19 

12 Mussayab 350 33.71 10.32 

13 Babel 200 34.406 8.47 

15 Kadissia 250 34.56 8.06 

14 KUT 225 35.30 6.09 

6 Kirkuk 350 35.528 5.49 

17 Khour-Al-Zubair 100 36.71 2.34 

19 Qurna 100 36.946 1.71 

18 Hartha 75 37.197 1.05 

16 Nasiriya 50 37.49 0.27 
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Figure2: maximum real power loss reduction 

The optimal power injection at all buses is obtained by adding in steps small real power (U) 

equal to (5 Mw) in each step at the buses with the negative partial derivative of power losses with 

respect to real injection power (sensitivity) as shown before in Table3. 

The addition of active power to each bus is stopped when sensitivity at that bus becomes zero 

or positive, the overall addition is stopped when sensitivity in all buses becomes zero or positive, at 

the same time this process must satisfy the constraints including reactive power limits of the 

generators as shown in Table5 where the load bus voltage limit is pulse minus 0.05. 
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The injection of 180,200,210 and 300 Mw at the buses 7,8,9,11 respectively which are the 

best buses according to Table3, gives total system losses equal to 21.824 Mw. Total system losses 

according to Table4 is equal to 37.592  So:   Loss Reduction = %94.41%100
592.37

824.21592.37



. 

Table5: INSG System Line Data Limits 

Bus Bar 
Qgeneration [Mvar] Voltage [P.V] 

Qmin Qmax Vmin Vmax 

1  - 200 200 0.95 1.05 

2  - 257.15 433.82 0.95 1.05 

3  - 183.68 309.87 0.95 1.05 

4  0 0 0.95 1.05 

5  0 0 0.95 1.05 

6  0 0 0.95 1.05 

7  0 0 0.95 1.05 

8  0 0 0.95 1.05 

9  0 0 0.95 1.05 

10  0 0 0.95 1.05 

11  0 0 0.95 1.05 

12  - 220.42 371.85 0.95 1.05 

13  0 0 0.95 1.05 

14  0 0 0.95 1.05 

15  0 0 0.95 1.05 

16  - 238.77 402.83 0.95 1.05 

17  0 0 0.95 1.05 

18  - 139.6 235.5 0.95 1.05 

19  0 0 0.95 1.05 

20  - 200 200 0.95 1.05 

21  - 257.15 433.82 0.95 1.05 

22  - 183.68 309.87 0.95 1.05 

23  - 220.42 371.85 0.95 1.05 

24  - 238.77 402.83 0.95 1.05 

25  - 139.6 235.5 0.95 1.05 

 

CONTROL OF ACTIVE POWER AT GENERATION BUSES: 

Optimal power generation for the present six generators in INSG, were calculated using 

procedure similar to that implemented for the other buses. Generation at each bus is increased by 

(10 Mw) at each step until the sensitivity at the bus becomes zero or positive, i.e. the system losses 

start to increase. Table6 show active power generation at each generation bus which gives 

minimum losses equal to (25.95 Mw) with optimal losses reduction equal to (30.96 %). 
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Table 6: Active Power Generations which Give Optimal Losses Reduction 

 

 

 

 

 

 

 

 

 

 

 

 

 CONCLUSIONS  

Proper placement of generation units will reduce losses, while improper placement may actually 

increase system losses. Each bus in the system has its sensitivity to decrease losses with respect 

to the power injection in that bus. From the obtained results it is very clear that the best buses 

for the placement of generation units are (7)Baquba, (8)Baghdad West, (9)Baghdad East, 

(10)Baghdad South and (11)Baghdad North which give maximum loss reduction and the best 

case to operate the present generation plants in Iraqi power system is to operate them at optimal 

power generation, which gives optimal loss reduction. 
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ABSTRACT  
     The present study investigates the removal of the textile dyehouse wastewater  [azo dye para 

red(reactive dye)and M-5R200%(disperse oranges dye)] by Electrocaogulation process. The 
effect of nature of the anode, current density, initial pH, rate of stirring and concentration of dyes 

on the removal efficiency were tested. 
     The experimental results showed that the color of dyes in the aqueous solution was effectively 
removed when aluminum was used as anodes and the current density 25mA/cm2 , initial pH (3-

9),stirring rate 200rpm, and the concentration of dyes was less than 100mg/l. When the 
concentration of reactive dye exceeded 300mg/l iron was a more suitable anode than aluminum.  

     For the electrocaogulation of disperse dye in aqueous solution aluminum as anode was more 
suitable than iron when the concentration exceeded 300mg/l. The removal efficiency of reactive 
dye was increased to 90% when using iron as anode and the removal efficiency of disperse dye 

96% when aluminum was used as anode at different running time (10-30) minute. 

 الخلاصة
 

حيث تم دراسة معالجة فضلات . العمل مساهمة في تطوير تقنيات متقدمة واقتصادية لمعالجة فضلات المياه يقدم هذا         

وحديد حيث تم بحث عملية  الألمنيوم  أقطابباستخدام و اللون لإزالةباستخدام الطريقة الكهروكيميائية  ، مياه مصنع نسيج

 .الإزالةمعدل الخلط،وتركيز الملوث على كفاءة تيار،الدالة الحامضية،نوع القطب،كثافة ال تأثيرالتخثير الكهربائي ودراسة 

  5سم/مليامبير 52تيار انود تكون عند كثافة  كقطب الألمنيومالملوث عند استخدام  لإزالةكفاءة  أفضل أنوقد وجد          

وعند زيادة تركيز  لتر/ملغرام 022من اقل ( اللون)دورة بالدقيقة وتركيز ملوث 522ومعدل خلط  9-3وقيمة الدالة الحامضية 

 الألمنيوميكون و%  92للون متفاعل كفاءة إزالة لتر يكون الحديد مناسب أكثر كقطب من الألمنيوم /ملغرام 322الملوث عن 

 . دقيقة( 32-02)تشغيل يتراوح بين  بزمن % 99للون متشتت كفاءة إزالة  كقطب من الحديد أكثرمناسب 

 

 
    INTRODUCTION    

        Increasingly stringent effluent discharge permit limitations have been put into effect(4). The 

textile industry generally has difficulty in meeting wastewater discharge limits, particularly with 
regard to dissolved solids, ionic salts, pH, COD, colour and sometimes heavy metals. The textile 
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dyeing industry consumes large quantities of water and produces large volumes of wastewater 

from different steps in the dyeing and finishing processes. Wastewater from printing and dyeing 
units is often rich in color, containing residues of reactive dyes and chemicals and require proper 
treatment before being released into the environment.  

      The problem of color in textile dyehouse effluent and the possible problems associated with 
the discharge of dyes and dye degradation products are of concern. The methods for dealing this 

kind of wastewater are as shown in table1 

 
Table1, Possible treatments for cotton textile wastes and their associated advantages and 

disadvantages 

Processes Advantages Disadvantages References 

Biodegradation 
Rates of elimination by 
oxidizable substances 
about 90% 

Low biodegradability of 
dyes 

Pala and Tokat,2002; 
Ledakowicz et al.,2001 

Coagulation-
flocculation 

Elimination of insoluble 
dyes 

Production of sludge 
blocking filter 

Gachr et al.1994. 

Adsorption on activated 
carbon 

Suspended solids and 
organic substances well 
reduced 

Cost of activated carbon Arslan et al.,2000 

Ozone treatment Good decolorization 
No reduction of the 
COD 

Adams et al.,1995;Scott 
and Ollis,1995.  

Electrochemical 
processes 

Capacity of adaptation 
to different volumes and 
pollution loads 

Iron hydroxide sludge 
Lin and Peng,1994;Lin 
and Chen,1997. 

Reverse osmosis 

Removal of all mineral 
salts, hydrolyzes 
reactive dyes and 
chemical auxiliaries 

High pressure Ghayeni et al.,1988; 

Nanofiltration 

Separation of organic 
compounds of low 
molecular weight and 
divalent ions from 
monovalent salts. 
Treatment of high 
concentration 

------ 
Erswell etal.,1998;Xu et 
al.,1999 

Ultrafiltration- 
microfiltration 

Low pressure 
Insufficient quality of 
the treated wastewater 

Watters et al.,1991;Rott 
and Ranieri,2001 

 
      Electro-coagulation has been successfully used to treat textile industrial wastewater. The goal 
is to form flocs of metal hydroxide within the effluent to be cleaned by electro-dissolution of 

soluble anodes. Three main processes occur during electro-coagulation; electrolytic reactions at 
the electrodes; formation of coagulants in the aqueous phase and adsorption of soluble or 

colloidal pollutants on coagulants; and removal by sedimentation and floatation. The 
characteristic of electrocoagulation are simple equipment and easy operation, brief reactive 
retention period, decreased or negligible equipment for adding chemicals and decreased amount 

of sludge. Therefore electrocoagulation has been widely used to treat waters containing food and  
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protein wastes, oil wastes, synthetic detergent effluents, mine wastes, and heavy metal-

containing solutions(13). 
      Electrocoagulation is complicated process involving many chemical and physical phenomena 
that use consumable electrodes to supply ions into wastewater stream(13)  . Principle of EC is 

catins generated by dissolution of sacrificial anodes induce flocculation of the dispersed 
pollutants contained by Zeta potential reduction system(13). 

     Electrocoagulation can also be used to remove phosphate, for defluoridation of water, and 
treat portables water, and textile waters. A direct anodic process or an indirect anodic oxidation 
via the production of oxidants such as hydroxyl radicals, ozone,…etc . usually destroys the 

organic and toxic pollutants present in wastewater such as dyes and phenols.  
      Electrocoagulation is the distinct economical and environmental choice for meeting water 

treatment discharge standards and compliance requirement eliminating discharge fees and fines, 
harvesting resource, and significantly reducing water replacement costs, generally recover capital 
and operating costs(13). 
      In this paper the electrocoagulation of azo dye para red(reactive dye) and M-
5R200%(disperse oranges dye( in aqueous solutions with aluminum and iron as anodes is 

described. 

 

Material And Methods  

Materials   

         The wastewater sample used was collected after a bio-filter treatment from a textile 
dyehouse in Tripoli . It looked red and the composition of the sample after analysis presented 
ADMI color unit 850, COD=175mg/l, Turbidity=18NTU, TSS=269mg/l, pH=7.2.  

       A aluminum and iron(6*4)cm2 plate was used as an anode while stainless steel of the same 
dimension served as a cathode in this system. 

      Sample color was analyzed by UV-Spectrophotometer(Hitachi, Japan), Solution pH values 
were detected by a pH meter(Thermo orion model 420A+). The turbidity was measure by using 
HACH DR14000(HACH Method 10047). To measure TSS, the wasrewater sample were filtered 

through a standard GF/F glass fiber filter. The residue retained on the filter was dried in an oven 
at 105±2 C  until the weight of the filter remains unchanged. The increase in weight of the filter 

represents the total suspended solids(APHA Method 2540d).  
Methods  
      The electrocoagulation set-up shown in fig.1 was composed mainly of aluminum or iron and 

stainless steel electrodes, a DC power source(Hampden, USA), a rheostat(Engield-
Middlesex,U.K.) to keep the current invariant, and a 1.5 liter capacity test beaker used as a 

reactor. Two Pyrex glass strips (1*0.5*15) cm attached to the inside of the glass beaker the 
distance between them 20cm were used as baffles to create turbulence and facilitate proper 
mixing of the sample using a magnetic bar stirrer. Each electrode had an active surface area 

48cm2 and a spacing of 2cm between electrodes. The electrodes are inserted in the test beaker. 
An ammeter was used to measure the current and electrical switch was used to change the 

polarity of electrodes in order to reduce the passivation phenomenon that usually occur during 
the process and impedes the Redox reactions.  
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Fig. 1 (A): Schematic Diagram of Experimental Setup. 
 

 
 

3 

4 

8 1 

D 

2 

6 

5 

7 

A  

1:D.C. Power Supply 

2: Variable Resistance 

3: Stainless Steel, Aluminum and Iron Electrodes 

4: Glass Beaker 

5: Baffles 

6: Magnetic Bar Stirrer  

7: Magnetic Stirrer Controller 

8: Ammeter  

 

 



Journal of Engineering Volume 15   September 2009      Number 3 
 

 

 3989 

     

 
 

Fig. 1 (B): Photograph of Experimental Setup. 

 
  The electrocoagulation current density from 15to40mA/cm2 of dye-containing aqueous solution 

was carried out in a beaker. At the beginning of a run, the desired concentration of dye in the 
sample was fed into the reactor, and the pH was adjusted to desired value. The reaction was 

timed starting when the DC power supply was switched on. Samples were periodically taken 
(5cm3 , 10min.)from the reactor used pipette. 
      The precipitate in the sample was centrifuged at 700rpm for 10min and the filtrate was 

obtained. Filtrate(1ml) was added into buffer solution(pH 7, 4ml) and the residual concentration 
of reactive dye and disperse oranges dye were determined according to optical adsorption at 400 

and 500 nm, respectively. 

 
Results and discussion 

Aluminum as Anode  

Effect of current density on the electrocoagulation of dyes 

          Figure ( 2 ) shown that the increase in current density from 15 to 40mA/cm2 yields an 
increase in the removal efficiency of reactive dye and disperse dye from 21 to 83%, from 30-

80% respectively,  because when the current density increase, the efficiency of aluminum 
production on the anode and cathode increases. Therefore there is an increase in floc production 
in the solution and hence an improvement in the removal efficiency. For solution with a dye 
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concentration of 100 mg/l, the optimum current density was 25mA/cm2 where the maximum 

removal efficiency 88%, 86% for reactive and disperse dyes respectively.  The decay in the anode 
0.0437 gm/cm2.min . 
 

 
Fig.2.Effect of current density on the removal efficiency of dyes, conc.of dyes(100mg/l), 

using aluminum as anode 

 
Effect of Stirring on the electrocoagulation of reactive dye 

      
 Figure(3) shown that the effect of stirring rate on the electrocoagulation of reactive dye, when 

the stirring rate increased from 100 to 200 rpm, the removal efficiency of reactive dye increased 
from 45 to 60% when the electrocoagulation period was 10min. Further increased of stirring rate 
to 500rpm, decreased the removal efficiency to 30%.The effect of stirring rate on 

electrocoagulation of reactive dye increased when the duration of electrolysis increased. In the 
initial state of coagulation, rapid mixing of dye and coagulant species was required. After that 

slowly mixing was needed for the chemical precipitate to grow large enough for removal.[10] 
Therefore increased stirring rate resulted in decreased coagulation/removal efficiency of reactive 
dye when reaction time exceeded 30min. The optimal rate of stirring of decolorization of  

reactive dye with aluminum as anode was 200rpm. 
 

 
Fig.3, Effect of stirring rate on the removal efficiency of reactive dye using aluminum as 

anode 
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Effect of initial pH on the electrocoagulation of reactive dye 

 

      Figure(4) show that the decolourization of reactive dye was significantly affected by the 
initial pH under acidic conditions. The removal efficiency increased to 28% over thirty minutes 
with initial pH value 2. In contrast, the removal efficiency was increased to 90% when the initial 

pH exceeded 3. In this case (using aluminum as Anode), the dominant species are cationic 
monomers such as Al+3 and Al(OH)- 

2 when allow initial pH is applied. The main mechanism for 

the coagulation of dyes is double- layer compression. In this case, coagulant (Al+3) at a high 
concentration is needed for effective removal of dyes in the aqueous solution. Hence the 
coagulation efficiency to removal reactive dye at initial pH 2 was small within 30 min. When the 

pH in the range 3-9, polymeric species (such as Al13O4(OH)+7
24 ) and precipitate Al(OH)3 (s) 

were formed. The dyes were effectively coagulated with the polymeric species and precipitated 

by the mechanisms of adsorption, charge neutralization and enmeshment. Therefore, the removal 
efficiency at the initial pH 2 was lower than that when the initial pH exceeded 3 in acidic 
solution. 

 
 

** THE BEST CASE 

Fig.4.Effect of electrolysis time on the removal efficiency of reactive dye in acidic solution 

using aluminum as anode 

       
  When the initial pH was less than 9 in the alkaline region and the electrolysis period was 15 
min., the removal efficiency of reactive dye effectively increased to 90% fig.5. The removal 
efficiency was 42% when the initial pH was increased to 10. As described above, the coagulation 

efficiency was promoted by the enmeshment of reactive dye with Al(OH)3(s) in the neutral 
solution. When the initial pH increased to 10, the amount of Al(OH)3(s) decreased and 

concentration of monomeric anion Al(OH)- 4 increased. The efficiency of electrocoagulation of 
reactive dye then decreased with initial pH large than 10.  
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** THE BEST CASE 
Fig.5.Effect of electrolysis time on the removal efficiency of reactive dye in alkline solution 

using aluminum as anode 

 

Effect  of initial pH on the electrocoagulation of dispresve dye 
 

           Figure(6) shown that the decolourization of M-5R200%(disperse oranges dye) was 
significantly affected by the initial pH under acidic conditions. Increasing the initial pH from 2 to 
3 and keeping the electrolysis period at 15min resulted in increasing removal efficiency in the 

aqueous solution from 15-95%. Upon further increase of the initial pH to 10 the removal 
efficiency remained constant. The final solution pH increased from 2.5 to 8.5 and remained 

constant when the initial pH was increased from 2 to 10. These results revealed that the pH of 
electrocoagulation of disperse dye with aluminum as anode was in the range 2 to 2.5 with initial 
pH 2. The absence of adsorption, charge neutralization and enmeshment in the 

electrocoagulation of disperse dye resulted in the small coagulation efficiency at the initial pH 2. 
With aluminum as anode, the disperse dye M-5R200% was more readily removed and has a 

greater operational initial pH than that of the reactive dye.  

 

 

Fig.6. Effect of initial pH value on the removal efficiency of disperse dye and the final pH 

value using aluminum as anode 
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Effect of concentration of dye in aqueous solution  

      Fig.7.shown that, using aluminum as anode and maintaining the initial pH at 7, with the 

concentration of  reactive dye in the range 100-600 mg/l ., the removal efficiency decreased from 
95 to 40% with an electrolysis time of 15min . Under the same conditions, the removal efficiency 
of disperse dye decreased from 100 to35% when the initial concentration of disperse dye was 

increased from 100 to 600mg/l . as shown in fig.8. The amount of coagulant species for the 
coagulation dyes needs to be increased when the dye concentration increases. Hence the increase 

in dye concentration subsequently caused decrease in the removal efficiency when the 
electrolysis time was fixed. With the concentration of disperse dye increased from 300 to 
600mg/l, the removal efficiency was increased to 96% when the electrocoagulation time 

30min.Fig.8. At the same electrolysis time, the removal efficiency of reactive dye decreased 
from 75 to 60% when the concentration increased from 300 to 600mg/l . The results revealed 

that the removal of disperse dye was easier than that of the reactive dye with aluminum as anode.  
 

 
Fig.7. Effect of initial concentration on the removal efficiency of reactive dye in aqueous 

solution. 

 
Fig.8. Effect of initial concentration on the removal efficiency of disperse dye in aqueous 

solution. 
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IRON AS ANODE 

Effect of Stirring on the electrocoagulation disperse dye 

       

   Figure( 9 ) Shown that, when stirring rate increased from 100 to 500rpm, the removal 
efficiency of disperse dye decrease from 80to45% at 15min. under the same conditions, the 

removal efficiency decrease from 90 to 70% at 30min.. As described above, the rapid mixing 
inhibited, thus resulting in an decrease in the removal efficiency and increased stirring rate the 
removal efficiency of disperse dye altered slightly Fig.( 9 ). The results indicated that the time 

for electrocoagulation increased with stirring rate The optimal rate of stirring of decolorization of  
disperse dye with Iron as anode was 200rpm. 

 

 

Fig.( 9 )Effect of stirring on the removal efficiency of disperse dye,Iron as anode  

Effect of initial pH on the electrocoagulation of dyes 

      The removal efficiency of reactive dye increased significantly with time in the acidic range 

except for pH 2 as shown in fig.10. At lower pH, the dominant species of coagulant generated 
from iron anode were cationic monomers such as Fe+3 and Fe+2 (10). As described above, the 

efficiency of coagulation of dyes with cationic monomer was small. Furthermore, the increase of 
the concentration of Fe+3 and Fe+2 might result in the increase of light absorption in the analytical 
process. The importance of coagulation of reactive dye due to adsorption, neutralization and 

enmeshment increased when the initial pH increased in the acidic solution. Hence the 
electrocoagulation efficiency increased and the removal efficiency of reactive dye increase when 

the initial pH increased in the acidic range. 
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Fig.10.Effect of electrolysis time on the removal efficiency of reactive dye in acidic solution 

using iron as anode 

    
The removal efficiency of disperse dye increased to 90% with initial pH greater than 2 when the 
electrolysis time exceeded 15min. as shown in fig.12. The removal efficiency of disperse dye 

increased to 10% at initial pH 2 over 15min. (fig.11) . The small electrocoagulation efficiency of 
disperse dye with iron as anode was due to the poor coagulation ability of cationic monomer as 
described above. 

      The removal efficiency of disperse dye significantly increased in the initial range pH 7-10 
when the duration of electrocoagulation increased from 10-30min. as shown in fig.12. The 

apparent decrease of removal efficiency of  disperse dye in the initial stage of electrocoagulation 
was due to light absorption by ferrous and ferric ions generated from the anode. The time for 
removal of disperse dye increased with initial pH increase in the alkaline range. 

 

Fig.11.Effect of electrolysis time on the removal efficiency of disperse dye in acidic solution 

using iron as anode 
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Fig. 12.Effect of electrolysis time on the removal efficiency of disperse dye in the alkaline 

solution using iron as anode 

Effect of concentration of dyes in the aqueous solution 

         Using iron as anode. The removal efficiency of reactive dye was effectively increased to 
90% when the initial concentration was in the range 100-600 mg/l. and the electrolysis period 

exceed 20 min as shown in fig.13. When the initial concentration was 100mg/l., the removal 
concentration was increased to90mg/l in 20min. Increasing the initial concentration of reactive 
dye required increased electrolysis time for electrocoagulation of reactive dye. Under the same 

electrocoagulation conditions, the removal efficiency of disperse dye reduced to 30% when the 
initial concentration of disperse dye was larger than 300mg/l and the time of electrocoagulation 

was 20min. as shown in fig.13. These results might be due to the high concentration of disperse 
dye causing an altered range of pH for removal of disperse dye with coagulant (10). The removal 
efficiency was increased to 95% when the initial concentration was 100mg/l. These results 

showed that the removal of reactive dye with iron as anode was easier than that of disperse dye, 
especially when the concentration of dye exceeded 300mg/l. In comparison with result in fig.7. 

Aluminum used as anode for the electrocoagulation of disperse dye  was more suitable than iron. 
Comparing the results in fig.8and fig.5. ,it is seen that the electrocoagulation of reactive dye with 
iron as anode was superior to that with aluminum. 
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Fig.13 Effect of electrolysis time on the removal efficiency of reactive dye for various initial 

concentration using Iron as anode 

 

 
Fig.14 Effect of electrolysis time on the removal efficiency of disperse dye for various initial 

concentration using Iron as anode 

CONCLUSIONS 

      The results shown that the removal of the  azo dye para red(reactive dye)and M-

5R200%(disperse oranges dye) by electrocoagulation was effected by the nature of the anode, 
current density, stirring rate, initial pH, and dye concentration. The dyes were effectively 

removed at initial pH 3-9 when the initial concentration of dye was 100mg/l, current  density 
25mA/cm2, stirring rate 200rpm. The results also indicated that the removal fraction of reactive 
dye was increased to 90% when iron was used as anode and the initial concentration of reactive 

dye exceeded 300mg/l. The removal efficiency of reactive dye exceeded 75% when aluminum 
was used as anode for decolonization of reactive dye was superior to aluminum. With aluminum 
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as anode, the removal efficiency of disperse dye was increased to 95% when the initial 

concentration of disperse dye exceeded 300mg/l. The removal efficiency of disperse dye was less 
than 30% when iron was used as anode. This showed that aluminum was a suitable anode for 
electrocoagulation of disperse dye. 
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WATER QUALITY OF AL-HAMMAR MARSH SOUTH IRAQ 
 

Tariq J.Kadhem Al-Mosewi 

Department of Environmental Engineering/College of Engineering/Baghdad University-Iraq 

ABSTRACT 

Water quality plays an important role in the restoration of marshes south Iraq, hence, in this 
paper water samples were taken from different sites in Hammar marsh in south of Iraq to know the 

variation of some water parameters with the distance along Hammar marsh. The water samples will 
submit to chemical and physical analyses. 

Ten water samples were analysis to discuss the results of these parameters and give reasons 

for changing these parameters with the location along the Hammar marsh. It was found that the 
concentrations of Biochemical Oxygen Demand (BOD) and Dissolved Oxygen (DO) with the 

acceptable range for drinking and agriculture uses, DO concentrations did not decreased less than 6 
mg/l. 

The analyses showed that high concentrations of The Total Dissolved Solids (TDS) and 

Electrical Conductivity (EC) at the beginning and end of the marsh, the analyses showed a decrease 
in these parameters at the middle of the marsh. 

The analyses showed low concentrations of Total Suspended Solids (TSS) along the Al-
Hammar marsh, the concentration of TSS strongly depends on the velocity of water in marsh which 
is considered low at the study region. As well as the analyses showed that the Mg concentration 

increased above 125 mg/l level, this level may cause diarrhea. 
It was also found that the concentrations of sulphates exceed allowable limits of WHO 

standards for drinking water (400 mg/l), these concentrations of SO4 came from severally burned of 
organic matter in soils after drainage period. 

 الخلاصة 

ا البحث في هذ, تعد نوعية المياه في الاهوار ذات اهمية كبيرة في عمليات انعاش الاهوار التي تجرى في الوقت الحاضر
ار في جنوب العراق لمعرفة تغيرات بعض خصائص المياه في الهور حيث تم تحليل هذه العينات تم اخذ عدة عينات لمياه هور الحم  

 .كيمياوياً وفيزياوياً 
وجد ان قيم . لتغير مواصفات المياه حسب مواقع العينات داخل الهور تم اخذ عشرة عينات لمناقشتها واعطاء تفسير 

لشرب او للاغراض الزراعية لاغراض االمتطلب الكيمياحيوي والاوكسجين المذاب ضمن الحدود المقبولة لاستخدام المياه  تراكيز
 .لتر/ملغم 6قل عن تحيث ان قيم الاوكسجين المذاب لم 

بداية ونهاية ة من العينات الماخوذبينت النتائج ارتفاع قيم تراكيز المواد الكلية الذائبة والتوصيلية الكهربائية خاصة في 

 .الهور مع انخفاض ملحوض لهذه التراكيز في العينات المأخذوة من منتصف الهور
ار  حيث ان تراكيز المواد العالقة الكلية في بينت النتائج انخفاض قيم تراكيز المواد العالقة الكلية على طول هور الحم 

ً المياه السطحية تعتمد بشكل كبير على سرعة المياه في الهو كذلك بينت نتائج الفحوصات ارتفاع قيم   .ر والتي تعد بطيئة نسبيا
سبب الاسهال, بينما لتر حيث ان مثل هذه التراكيز في المياه السطحية قد ت/ملغم 521تراكيز المغنيسيوم حيث وصلت اكثر من 

يسية من المواد العضوية الوفيرة في هذه التراكيز للكبريتات تاتي بصورة رئ, لتر/ملغم 044اكثر من تراكيز الكبريتات وصلت 

 .ترب الاهوار المجففة
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INTRODUCTION 

Marshes in Iraq are important for economic, social and biodiversity Values characterized by 
frequency of water flows and quality, accumulation of nutrients and organic matter and the 

production of commercially important vegetation and fish, They were the permanent habitat for 
millions of birds and a flyway for millions more migrating between Siberia and Africa  

(Maltby, 1994). 
Although the uncontrolled reflooding is welcome news, it presents potential problems and 

challenges regarding the quality of water: 

1) The release of toxins from reflooded soils that are contaminated with chemicals, mines and 
military ordnance. 

2) Flooding of local villages and farms now developed on the edges of formerly drained 
marshes. 

3) A false sense of security regarding the volume of water that will be available to restore the 

marshes in future years. 
Many studied were achieved from many Iraq Ministries, Organizations and Associations 

that related to the restoration of marshes. United Nation Environment Program (UNEP) was made 
many studies before and after 2003 some of them: 

 Water Quality of Marshlands, south of Iraq(2004)  in this study the team of UNEP 

took many water samples and analyses their to know the water quality of Abu-Zaraq 
marsh (40 km ) east of Al-Nasria city, the results of chemical analyses compared with 

the upper limits of concentrations in irrigation water, the comparison shows moderate 
saline water and no significant effect of Na,Cl,No3. 

 Environment in Iraq (UNEP progress, October 2003), this study concerned on the 

environment status in Iraq, background materials used in the reports preparation relied 
on UNEP’s earlier work in the region, including three studied it had carried out about 

the environmental impacts of the 1991 gulf war, and the 2001 report on the demise of 
the Mesopotamian marshlands, this study was represented the reflooded marshlands in 

summer 2003, in addition discussion the status of marsh Arabs. The study also was 
showed all the constrains that forced the restoration of marshes.  

 Partow (2001) Studied the hydrology of marshes of Iraq and mentioned that less than 10 % 

of the area of marshes in Iraq remained as functioning marshland by the year 2000; the only 
remaining marsh was the northern portion of Al-Hawizeh. The researcher was concluded that the 

idea that only 15 % to 20 % of dried wetland could be restored because of excessive salinity, 
environmental pollution, lack of availability high-quality water. 

Curtis (2006) studied the ecology of the Iraq marshes focusing on the returned different 

species of animals and plants. Samples of water and soils at selected locations in marshes were 
analyses for Conductivity, Dissolved oxygen, dissolved solids, total nitrogen, total phosphorus and 

salinity. The researchers were showed that uncontrolled release of water in many areas was resulted 
to return of native plants and animals, including rare and endangered species of birds, mammals and 
plants. In addition the researchers were concluded that the poor water quality presence high saline 

soil and toxic materials would prevent the complete ecological restoration of marshes.  
The marshes in Iraq were considered once famous for their biodiversity and cultural 

richness. Hammar marsh is the largest marsh on the right side of Euphrates River before it joins 
Tigris River at Al-Qurna to form Shut Al-Arab. After 1991 Hammar Marsh subjected to many 
drying processes and the reason of this drying is to increase the agriculture areas in the country (Al-

Samaria 1999). 
Water enters Hammar marsh from many feeders, the most important of them are Kurmishia, 

Um-Nakhla and Jassim rivers, all them take their water from Euphrates River. During the flood 
season, Hammar marsh becomes a connected lake and becomes disconnected shallow small lakes 
depth (0.2–0.5m) during the dry season. (Al-Samaria 1999). Fig.1 shows satellite image of Hammar 

marsh area after 2003 [Google Earth]. 
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Fig.1 Satellite Image of Hammar Marsh. 

Many studies showed increase in salinity in both soil and water of marshes in Iraq, the cause 
for increase of salinity is unknown, but it probably relates to a rise in salinity in the Euphrates River 

and to increase flux into the water column of ion concentrated in the soil after 10 years of drainage 
and evaporation. In addition the continued use of ancient methods of flooding vast agriculture field 
from open ditches coupled with extremely high evapotranspiration rates and result in massive losses 

to the atmosphere and increased soil salinity problems. Accordingly it was expected that the salinity 
of Hammar marsh is high.  

       The following table shows the physical and chemical analysis of samples taken from different 
locations in Al-Hammar marsh soil in Al-Basra city (Al-Hasseny,2005)  

Table 1 Physical and chemical analysis of four samples from Al-Hammar marsh soils. 

 
Clay % Sand % Silt % 

Organic 
matter % 

pH 
EC 

(Ds/m) 

Al-Az 42 18 40 5.5 7.7 10.9 

Al-Naser 49 19 32 7 7.7 11.2 

Al-Shafi 44 20 36 10 7.7 11.5 

Al-Mudel 44 16 40 7.7 7.7 11.2 

 

 
RESULTS AND DISCUSSIONS 

Saline irrigation water compounded with urban and industrial effluent would therefore have a 
major negative influence on any rehabilitation plans of marshes (Partow, 2001). Therefore, studying 

of water quality of marshes leads to give imagination of pollution in these marshes. 
Ten water samples were taken at different locations of Al-Hammar marsh on February, 2007 to 

know the water quality, four of the water samples taken from at locations near the feeders of  
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Outfall 

Drain 
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Al-Hammar marsh and four at different locations in the middle of the marsh, the remains two taken 

from locations near the end of marsh.   
All water samples submitted to tests that identify the tests of "Standard Methods" the details of 

procedures can be found in authoritative references of testing procedures in water pollution control 
such as (APHA, 1975).  The following figure shows the locations of ten samples. 

 

 

 
 

Fig.2 Locations of Ten Samples were Taken at Different Locations  

of Al-Hammar Marsh. 
 

 Iraqi legislations did not put water quality standards to the marshes as well as lacking 
information of water quality of Iraqi marshes before drying operations; all that prevent evaluation 

of water quality samples that taken from marshes, so that comparisons of water quality values with 
the requirements of different uses of water of marshes becomes important in Environmental impact 
assessment. The most important uses of water in marshlands are agriculture and drinking. 

Fig.3 shows the results of dissolved oxygen (DO) and biochemical Oxygen Demand (BOD) 
analysis of the ten samples which were taken from different locations in the Al-Hammar marsh. 

From this figure it can be seen that the highest value of DO obtained at location 1 and then began to 
decrease at location 3 and reached its minimum value at location 8 before it increased at location 9, 
the D.O in water is related to atmospheric aeration and photosynthetic activity of aquatic plants. 

Many factors are effect on the concentrations of dissolved oxygen in water body among them 
Temperature, light penetration, water movement, available of nutrients, salinity 

(UNEP,WHO,UNESCO and WMO 1992). Optimal concentrations of DO required for aquatic life 
are over 5 mg/l, all analysis samples showed the D.O concentrations above 6 mg/l in  
Al-Hammar Marsh, but it should emphases that high oxygen concentrations in the first samples are 

slightly decreasing in other samples, the reason of that is the first samples were taken from locations 
near the feeders of Al-Hammar marsh, these feeders may contain high concentrations of dissolved 

oxygen. 
 Also for BOD analysis it can be noticed that there is a fluctuation for its value from one 

location to another, so it was clear that the highest value happened at location 4 while the lowest 

value at location 8. However the value of BOD is low and this due to two points, first there are no 
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industrial activities that throw pollutants directly to the marsh, as well as the human pollution is low 
because of little villages in Hammar Marsh, second the spreading of plants and slow water velocity 

contribute to decrease BOD concentration. 
 

 

Fig. 3 Results of Dissolved Oxygen and BOD Analysis. 

 

The changes of pH and water turbidity along Al-Hammar marsh are plotted into Fig.4. The pH 
of an aqueous solution is controlled by interrelated chemical reactions that produce or consume 

hydrogen ions (Hem, 1989). Dissolved gases, such as carbon dioxide, hydrogen sulfide, and 
ammonia have an appreciable effect on pH. The samples analysis shows that the range of pH was 
from 6.5-9; this range is acceptable for different uses such as drinking and agriculture. Also from 

the same figure it can be seen that a sharply increased in the turbidity value (samples 7 and 8) 
because in this area it was noticed movement of fishermen boat as well as those fishermen were 

using toxic materials for fishing that may cause high turbidity level. This sharply change effects on 
the photosynthesis in this area and leads to decrease dissolved oxygen concentration.  
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Fig. 4 Results of pH and Turbidity Analysis. 

 

   Electrical conductivity is a measure of the capacity of water to conduct an electrical current 

and is a function of the types and quantity of dissolved substances in water and temperature. 
Specific conductance of the water increases. Specific conductance measurements are good 
indicators of total dissolved solids and total ions concentrations, but there is no universal linear 

relation between total dissolved solids and specific conductance.  
  Fig. 5 shows the variation of electrical conductivity and total dissolved in the ten samples, it is 

clear that the first samples gave high concentrations of EC and TDS while the sample taken from 
the middle of Al-Hammar marsh gave concentrations in less degree, but in the end of the marsh the 
EC concentration return to high levels because of the following reasons: 

 The first locations contain high concentration of total dissolved solids convey from feeders 
that take water from Euphrates River.  

 The final samples show high concentrations of EC and TDS because of tide waves that 
come from shut Al-Basra which is connected with Hammar marsh by Al-Msheb and Al-

Salal marshes. 

 The middle samples show decreasing the EC and TDS concentration from first and end 

samples and that may justify that marsh plants and phytoplanktons have the ability to 
adsorb dissolved solids. 
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Fig.5 variation of EC and TDS. 

Fig.6 shows the variation of temperature and the total dissolved solids at different locations, 
temperature depends on the weather and the time of taking samples, as the temperature increases, 

the solubility of water to carry suspended materials decreases. Stoke’s law describes the velocity of 
settling particles in a non turbulent medium by the following equation: 

VS=d2g(ρs-ρw) /18μ                                                                   (1)   

Where: Vs= settling velocity (m/s),d= diameter of particles(m), g=gravitational acceleration = 9.81, 
m/s2,ρs= density of settling particles(Kg/m3), ρw= density of water, (Kg/m3), μ=viscosity of 

water.(N.S/m2). 

Many Studies reoffered to that the TSS concentration in marshes considered low because of 

the stagnant of water, hence the samples results did not refer to increase TSS more than 35 mg/l, 
this value is consider low in surface water. 

 

Fig.6 Variation of Temperature with the TDS. 
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Fig.7 shows the variation of Ca and Mg along Al-Hammar marsh. Many water rivers that 

flow in limestone soil may be contain (30-100) mg/l, while the rivers flow in Gypsum soils may 
contain hundreds concentrations. Ca concentrations contribute to raise the hardness of water.  

Mg is a wide spread agent in surface water. The effects of Mg are same of Ca effects as well 
as Mg concentration more than 125 mg/l may be cause diarrhea (UNEP,WHO,UNESCO and WMO 
1992).   

 

Fig.7 variation of Ca and Mg along Hammar marsh.  

Fig.8 shows the concentration of total hardness and the hardness of carbonates, this hardness 
is strongly related to the nature of soils of Hammar marsh. From this figure it can be conclude that 

the total hardness is high at samples taken from the beginning of Al-Hammar marsh and may reach 
more than 1800 mg/l, while the other samples show decrease of hardness and don’t exceed more 

than1000 mg/l.  

The variations of concentrations of chloride and sulphates along the marsh shown in  
Fig.9. Chloride effect on agriculture and make salty taste to the water. Sulphate may be found in 

surface water at concentrations from little milligrams to more than thousands milligrams, the So4 
effects on the taste of water, WHO limited 400 mg/l as a maximum allowable level in drinking 

water. 

Many areas of the marshes were severally burned after drainage. The intensity of the burns 
in some areas, with high surface organic matter covering sulfidic pyrite soils beneath resulted in 

soils being greatly altered chemically and then exposed to oxygen for decades for draining, 
resulting in the formation of sulphuric acid (Fitzpatrick, 2004). 
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Fig.8 Concentration of Total Hardness and the Hardness of Carbonates . 

 

Fig.9 Variations of Concentrations of Chloride and Sulphates. 

 

CONCLUSIONS 

 Water analyses were showed that Al-Hammar marsh contains high quantity of salts; the 
concentration of salts sometimes exceeds the acceptable level of water for agriculture 

use (EC above 800 µS/cm).  

 Samples of Al-Hammar marsh water were showed perceptible concentrations of 

Sulphate and Magnesium and calcium.  

 Concentrations of TSS, BOD and pH don’t exceed at significant degree along the study 

region. 
 



T. J.Kadhem Al-Mosewi                                                     Water Quality of Al-Hammar Marsh South Iraq  

 

 0444 

REFERENCES 

 Al-Hasseiny, Ayad Kadhim Ali, (March/ 2005), ”Study the Properties of Some Dried Hore 

Al-Hammar Soils Southern in Iraq”, M.Sc.Thesis, College of Agriculture, University of 
Baghdad. 

 APHA,American Public Health Association,(1975)”Standard Methods for the Examination 

of water and wastewater”. Washington,D.C. 

 Curtis J.Richardson and Najah A.Husssain ,(June/ 2006) “Restoration the Garden of Eden: 
An Ecological Assessment of the Marshes of Iraq”, Research, Bioscience Journal, Vol. 56, 

No.6. WWW.biosciencemag.org. 

 Fitzpatrick.R.W,(2004)”Change in Soil and Water Characterisitics of some Natural, drained 

and Reflooded Soils in the Mesopotamian Marshlands” CSIRO land and water client report . 

N.P, Internet. 

 Hem,J.D.,(1989)”Study and Interpretation of the Chemical Characteristics of Natural 

Water”, US Geological Survey, Water Supply Paper, p 264.  

 Maltby E,ed.(1994) ”An Environmental and Ecological Study of the Marshlands of 

Mesopotamia” Wetland Ecosystem, Research Group, University of Exeter. London. 

 Partow H.(2001) “The Mesopotamian marshlands, Demise of Ecosystem “ Narobi (Kenya), 
UNEP publication, TR.01-3. 

 UNEP,2005, “ Water Quality of Marshlands, South of Iraq”, UNEP publication, Internet.  

 UNEP, October/ 2003,” Environment of Iraq” UNEP publication, Internet.  

 UNEP,WHO,UNESCO and WMO “ Global Environment Monitoring System (GEMS)” 

Water Operational Guide/Water Research Institute, Canada, 1992.  

 

 ان وذي قار والبصرة مشاريع الري والبزل الحديثة في محافظات ميس" )5777/باط ش(محمد جعفر جواد , السامرائي

 .جامعة بغداد/ اطروحة دكتوراه, كلية الاداب" دراسة في جغرافية الموارد المائية , 

  5769لسنة  21نظام رقم / 5774النافذة لعام التشريعات البيئية العراقية ",دائرة الاعلام والتوعية البيئية / وزارة البيئة 
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DIFFERENCE BETWEEN OF PWM STRATEGIES FOR 

INVERTER FED INDUCTION MOTOR 
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 معهد اعداد المدربين التقنيين

 
 

ABSTRACT 

 Several sophisticated or "optimum" modulation strategies have been suggested for 

voltage source pulse with modulated (PWM) inverters for ac motor control. These 

modulation strategies may suppress specific low – order harmonics or minimize total 

harmonic.  

 The effectiveness of these (PWM) techniques in minimizing harmonic and reducing 

torque pulsation is investigated analytically, and their performance is compared with that of 

the usual sinusoidal or sub-harmonic PWM approach. The influence of skin effect on motor 

(I2R copper losses) is taken into consideration, and harmonic core losses are compared. 

Peak current is also an important factor in inverter design, and the various modulation 

strategies are again compared on this basis. Fourier analysis techniques are used in order to 

allow skin effect phenomena to be taken into consideration and performance criteria are 

developed to allow comparisons of waveform quality with respect of harmonic copper and 

iron losses. 

 الخلاصة

ثيتيقدضارهاح ثييض هه (PWM)في هذي اهاحث يي هقيرها قياايهاتيييح لهقدي  وهح ةييضاهف حق ياهقدي  وه ييا هاح ثدياه
اوهريا هاحقدي  وهاح تيقدض اهق  ي ه لياهقايق اهاحق افو يياها هقول لاييهاحياها ي ه يي   وه .( (A.Cحلتي را ه لياهاح  يا ه

  يي رهاح ثديييياهه  ق وييي هذييي اه يييوهدييي  هاحق ل ييي ههذييي هقول ييي هاحق افو يييياه(هPWM)اوهف يح يياهقو  ييياه يييا هاح ثدييياه.ه
ه.ه اح   هث ويا اهاح  جاهاحج ث اهالا ق يض اه احق افو ياهح ا هاح ثداهاحقاضض ا

 احقيي ههق ايي هاح دي  ييضهاح  يتيي اه(هI2R)فيي هاح  ا ييياه يوهديي  ه(هSkin effect)ذ يحي هقيييا اااهحلواييا هاحجلض يياه
ه.اح ض ض اهه ثا اهالا قثياه قره ويا قايه عهاح دي  ض

 اوهادييق عه ليييرهاحقدييي  وهه (Inverter)اوهاحو  يياهاح ى ييياهحلق ييياهقيدييي هثيلاذ  يياه يييوهديي  ه ي ييي هقةيي  رهاح  يييض ه
ث ىيياههاحقيي هقذدي هSkin effect))هقييرهاضاا هقييا اااهاحواييا هاحجلض يا(هBasis Fourier) ثيح ويا ياهثيحق ل يي ههثيتيقدضاره

ه.  هحقر  اهج ض هاح  جاه لاها قثياهاح دي  ضهاح  يت اه اح ض ض االا قثيا  ضهاح ويا اه قذد ا قثياااهاح 
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INTRODUCTION 
 Voltage source pulses with modulated (PWM) inverters for a.c motor control have 

conventionally employed square wave or sinusoidal PWM strategies. In recent years, more 

sophisticated techniques have been suggested in which specific low-order harmonics are 

suppressed or total harmonic content is minimized [1]-[2]-[3] 

 These optimized PWM strategies are extremely difficult to realize with conventional 

analog circuitry, but they can be effectively implemented with modern microprocessor – 

based control techniques [4]-[5]. Conventional modulation strategies which have been 

implemented by means of complex analog circuits may now be more effectively realized 

using a look – up table accessed by a microprocessor or digital hardware. In an ac motor 

drive, the modulation strategy which is most appropriate to a particular portion of the speed 

range is readily selected. It is therefore, of interest to compare the different modulation 

techniques available with regard to the additional harmonic losses in the motor and 

developed pulsating torque.  

For the purposes of comparison, it is assumed that standard 50 or 60-Hz induction motor is 

fed from a standard ac supply network by a frequency converter circuit as shown in fig. (1). 

Three 
Phase  
  a.c 

 

Fig. (1) Variable frequency induction motor drive 

 The ac supply is rectified to a fixed dc voltage by the converter and converted to 

variable – frequency ac by the PWM inverter which also controls the amplitude of the 

fundamental output voltage. If the inverter operates on un-modulated six-step voltage 

waveform, motor operation at rated voltage and frequency is possible. Constant-torque 

operation is obtained below based frequency by modulating the output voltage waveform 

from the PWM inverter so that the fundamental component of the output voltage is reduced 

proportionally with frequency, giving the usual constant volts/ hertz mode of operation.  

 In controlling the fundamental voltage output, the PWM strategy may introduce 

additional harmonic components, the presence of which detrimental to motor performance 

and efficiency. 

 A correct choice of modulation strategy is necessary for optimum drive 

performance. 
 

 

Converter 
PWM 

Inverter 

 

M 
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PWM Strategies 

 The basic three-phase bridge inverter configuration develops an output voltage 

waveform as in fig. (2) which shows the inverter phase voltage (Vb) relative to the center-

point of the dc supply – the amplitude of the kth harmonic voltage, assuming quarter – wave 

and half – wave symmetry, is[5]. 









 



m

i

i

ib

k k
K

V
V

1

cos)1(21
2


    …… (1) 

 The switching angles 1, 2, …, m can be determined in a number of ways,[6]. 

 Many commercial PWM inverters have employed sinusoidal or sub-harmonic PWM 

in which the switching instants are determined by the intersection of a high frequency 

triangular carrier wave with a sine wave reference signal, which has the desired fundamental 

output frequency. 

 The triangular carrier wave usually has fixed amplitude, and the ratio of sine-wave 

amplitude to carrier amplitude is termed the modulation index.  

 The ratio of the carrier and reference frequencies is termed the carrier ratio. 

 

 

 In a three-phase PWM inverter, it is uses to generate a three-phase set of reference 

voltages, each phase of which is compared with a common triangular carrier wave. 

Phase  

Voltage 
+Vb/2 
                                      

 
 

 
-Vb/2  
 

 

 

Fig. (2): Inverter phase voltage relative to center point of dc supply 

 

 It has been pointed out that harmonic elimination PWM technique can be used to 

determine the switching angles necessary to set the fundamental voltage at some magnitude 

1 2 3
4 1n

m

0  /2 
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and suppress specific harmonics. But numerical techniques are necessary to solve the non 

linear equations of the problem [1]. 

 If m switching occurs per quarter cycle the fundamental can be controlled and (m-1) 

harmonics suppressed.  

 An alternative approach is to define a performance index related to the undesirable 

effects of the voltage harmonics and to select the switching angles so that  the fundamental 

voltage is controlled, and the performance index is minimized [2]- [3]. This can be 

classified as a distortion minimization PWM technique. 

 Overall drive efficiency is the product of inverter efficiency and motor efficiency. 

Inverter losses are a function of the number of commutation per second, and in order to 

compare drive performance with different PWM strategies, it is desirable that the number of 

commutation per cycle should be the same in each case. For this reason, the following 

(PWM) techniques were selected: 

a) Harmonic elimination PWM with fifth, seventh, eleventh, and thirteenth harmonics 

suppressed (control of fundamental voltage and elimination of these four harmonics 

require 22 commutation per phase per cycle, including the commutations at ( 0  ْ  and 

180  ْ  ). 

b) Distortion minimization PWM with five switching angles per quarter-cycle, also 

requiring 22 commutations per phase per cycle. 

c) Sinusoidal PWM with a carrier ratio of nine, requiring 18 commutations per phase 

per cycle. 

d) Sinusoidal PWM with carrier ratio of 12, requiring 24 commutations per phase per 

cycle. Waveform c) has fewer commutations per cycle than waveform a) and b), 

whereas waveform d) has too many commutations. 

Exact correspondence in the number of commutation is not possible, since sinusoidal 

PWM must have a carrier ratio which is a multiple of three. 

This ensure that identical phase outputs are obtained in a three-phase system and 

also eliminates the dominant harmonic which is the carrier frequency, since all harmonic 

multiples of three are suppressed in a three-phase three wire load. 

The study of sinusoidal PWM strategies is confined to the region, where the 

modulation index is less than unity, and pulse dropping does not occur. 

Comparison of waveforms a)-d) is performed over the constant volts/hertz range of 

operation below base frequency. 
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In practice, of bourse, each modulation strategy would have an increased number of 

commutations per cycle at low fundamental frequencies to minimize motor losses and 

torque pulsations. 

As base frequency is reached, the number of commutations per cycle is reduced to 

minimize inverter switching losses and to allow a gradual transition to six-step operation, it 

is possible to draw general conclusions regarding the relative merits of the PWM strategies 

under consideration by confining the comparison to the particular number of switching per 

cycle specified above. 

  

Harmonic Copper Losses 

 An optimum PWM technique should minimize additional harmonic losses in the 

motor. These losses are primarily harmonic copper losses [6], [7]. At the harmonic 

frequencies, stator resistance and rotor resistance are usually negligible compared with the 

leakage reactance of the motor. If x denotes the per unit (pu) leakage reactance at base 

frequency, the pu kth harmonic current is given by: 

 

xkf

V
I

k
k

1

       …… (2) 

 

Where Vk is the pu kth harmonic voltage, and f1 is the pu fundamental frequency. 

 The kth harmonic copper loss is I2
kRk  

 Where Rk is the resistance of the motor to the kth harmonic. The total harmonic 

copper losses is therefore. 
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 If Rk can be assumed constant and unaffected by frequency, the harmonic copper 

losses are proportional to the quantity 
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 This is a loss factor which ideally has a value of zero and can be used to compare the 

harmonic copper losses due to different PWM techniques fig. 3 compares the four PWM 

waveforms over the fundamental voltage and frequency range. Evidently, the harmonic 

elimination PWM technique: 

a- Is superior to sinusoidal PWM above 0.6 pu voltage. Despit having fewer 

commutations per cycle, curve  

(a) Shows harmonic losses of less than one-third of those for curve  

(d) in the region of 0.9 pu voltage. At low fundamental voltages, however, harmonic 

elimination PWM has large losses. 

 The distortion minimization curve (b) is a composite curve consisting of a number of 

segments and gives the absolute minimum value of loss factor which is possible with five 

switching angles per quarter-cycle. Harmonic losses in the region of 2.9 pu voltage are now 

less than one-sixth of those for sinusoidal PWM with a carrier ratio of 12 the comparison. 

For six step operation, 1 is a horizontal straight line at a value of 2.15x10-3. The constant 

value of 1 over the constant volts/hertz range is explained by the fact than the six-step 

wave shape is retained at all frequencies, and so the relative harmonic content and harmonic 

losses do not vary. The results indicate that sinusoidal PWM with a carrier ratio of nine, or 

less, is always inferior to the six-step wave. 
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Fig. (3) Copper loss factor as function of per unit 

fundamental frequency. 

MODIFIED LOSS FACTOR 

 In practice, skin effect can have a significant influence on harmonic losses, 

particularly if the rotor has deep-bar construction. The slot leakage component of rotor 

inductance decreases with frequency, but the overall reduction in the leakage inductance of 

the motor is less significant than the appreciable increase in rotor resistance which occurs. 

Because the loss factor 1 as defined in equation (4), ignores skin effect, it may not be a 

reliable criterion for comparing PWM waveforms. 

 Thus a fifth harmonic voltage component of (0.2 pu) makes the same contribution to 

the loss factor as a 25th  harmonic of (1 pu) whereas in practice, the motor will offer a 

significantly higher resistance to the 25th harmonic, resulting in greater copper losses. The 

loss factor (1) is therefore unduly favorable to waveforms with pronounced high-order 

harmonics. 

1x10
3 
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 Statar resistance and rotor resistance increase with frequency due to skin effect, but 

the additional harmonic copper losses are primarily in the rotor [6]- [7]. 

 If f2k is the rotor frequency corresponding to the kth harmonic, the rotor resistance 

R2k taking skin effect into account, is [8]. 

  kk
fR 22

      

Assuming that the motor operates near its synchronous speed, then 

112 )1( kffkf k       

And hence 

 
2/1

12 )(kfR k         …… (5) 

 

The harmonic rotor copper losses are given by: 
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Substituting for R2k from (5) gives a modified loss factor 
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Fig. (4) plots 1 for the previous PWM waveforms. The percentage loss reduction obtained 

by the use of optimum PWM techniques is slightly less than in fig. (3), but their superiority 

over the sinusoidal PWM strategies is again quite evident.  

 The distortion minimization curve is calculated for the same switching angles as 

used previously, although a slightly better solution is possible. 
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Fig. (4) Modified copper loss factor as function of per unit fundamental frequency  

HARMONIC IRON LOSSES 

 Harmonic iron losses are significantly in fluencies by the machine construction and 

magnetic materials used and are difficult to predict accurately. Theoretical and experimental 

investigations have. Confirmed that the increase in core loss due to the harmonic main 

fluxes is negligible [9]- [10]. The core loss due to space harmonic fluxes is also small, but 

the end-leakage and skew-leakage fluxes, which normally contribute to the stray load loss, 

may produce an appreciable core loss at the harmonic frequencies. If an unskewed rotor 

construction is employed, end-leakage losses are the dominant component and may be 

calculated using the equation of Alger et al. [11] which indicates that these losses are 

proportional to frequency times current squared, hence the stator and rotor end losses 

associated with the kth harmonic are nearly proportional to I2
k (kf1) and the total harmonic 

end loss is give by  
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 An end loss factor can be defined for these dominant harmonic iron losses and is  

 

         …… (8) 

 

Fig. (5) plots this loss factor for the four PWM techniques under consideration. The 

distortion minimization strategy is again seen to be the optimum despite the fact that the 

switching angles are chosen to minimize harmonic copper losses the total stray load (SL) 

losses are given more generally by  

 

 

 

Where the (x) only coefficients depend on the machine construction. It has been determined 

experimentally that the total stray load losses due to harmonics are obtained with 

responsible accuracy by putting x=2 and y=1.5 [10]. 

 This gives a loss factor of  

 

         …… (9) 

 

The stray load loss factor 4 is plotted in fig. (6) which confirms the concitious 

reached in fig. (5) regarding the superiority of distortion minimization PWM, but shows a 

some what less significant less reduction. 
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Fig. (5) End loss factor as function of per unit fundamental frequencies 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. (6) Stray loss load factor as function of per unit fundamental frequency.  
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PEAK CURRENT 

 Peak current variation as function of fundamental frequency is also investigated for 

each of the modulation strategies. It is assumed that the inverter delivers rated fundamental 

current at 0.85 power factor over the full costant volts/hertz range.  

 The leakage reactance of the motor is 0.15 pu at base frequency. The resulting peak 

current (Imax) is expressed in per unit with peak fundamental current as its base under these 

conditions, the six-step inverter has a constant peak current of (1.32 pu) as shown in fig. (7) 

for the PWM strategies a small value of loss factor in general also implies a low peak 

current value. 

 It is evident that above a fundamental frequency of about 0.6 pu, the optimum PWM 

techniques again display improved performance as compared with conventional analog 

modulation strategies. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. (7) Peak current variation as function of per unit fundamental frequency. 

 

PULSATING TORQUES 

 Low-frequency pulsating torques is detrimental to low-speed rotation of a.c motor. It 

is characteristic of a PWM strategy that low-frequency cogging torques can be eliminated at 

the expense of large-amplitude high-frequency torque harmonics [9]-[10]-[11]. 

PEAK 
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 This is advantageous if the pulsating torque frequencies lie above the shaft 

mechanical resonances. In order to compare the low-speed capability of various PWM 

techniques, the dominant pulsating torques developed by each waveform is calculated [9]. 

 Possible amplification of the harmonic torques due to rotor speed fluctuation and d.c 

link voltage variations is not taken into consideration [12]. 

 It is well-known that a pulsating harmonic torque is developed by the interaction of 

an air gap flux harmonic with a rotor current harmonic of a different order.  

 Air gap flux levels at harmonic frequencies are very small, and the dominant torque 

fluctuations are those due to the interaction of the fundamental flux in the air gap with the 

harmonic rotor currents. Thus the (Kth) harmonic rotor current Ik reacts with the 

fundamental flux 1 to produce a pulsating torque component whose per unit amplitude is 

given by: 

kk IT 11
        …… (10) 

 The torque harmonic is of order (k+1) for negative-sequence rotor currents and of 

order (k-1) for positive-sequence currents 

 Base torque corresponds to one pu fundamental rotor current at unity power factor and is 

therefore some what larger than the rated torque of the motor. 

 Subsitting from (2) into (10) for Ik gives the per unit harmonic torque amplitude as: 

Xkf

V
T k

k

1

1
1


       …… (11) 

 

 The dominant pulsating torque component may be calculated using (11) moor 

operation is at 0.2 pu, fundamental frequency and voltage is assumed, as is a typical 

induction motor leakage reactance of 0.15 pu. 

 Sinusoidal PWM with a carrier ratio (p) is characterized by huge-amplitude voltage 

harmonics at (p2) and (2p1) times the fundamental frequency [13]. The harmonics of 

order (p-2) and (2p+1) have positive sequence while the harmonics of order (p+2) and (2p-

1) have negative sequence. 

 The (2p 1) harmonics both develop pulsating torques at (2p) times the fundamental 

frequency. There two torque component are approximately in phase so that a major hunting 

torque component of order (2p) is present. 
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Fourier analysis shows that the amplitude of the (21) the harmonics are 0.18 pu and are 

independent of harmonic order () for >p. For a carrier ratio of (12), assuming that the 

fundamental flux is close to 1 pu, the dominant pulsating torque is therefore of order (24) 

and has an amplitude of 0.513 pu. For a carrier ratio of the amplitude is 0.684 p.u and the 

harmonic order is (18). The harmonics of order (2) cause lower order harmonic torques. 

In the case of =12 there are additional ninth and fifteenth harmonic torques of amplitude 

0.065 pu and 0.067 pu respectively. For =9 there are sixth and twelfth harmonic torques 

with amplitudes of 0.094 pu and 0,060 pu respectively [13]. 

 Harmonic elimination of PWM seeks to suppress the specific lower order torque 

harmonics which cause speed fluctuation is reduced. Elimination of the fifth, seventh, 

eleventh and thirteenth harmonic voltages removes the sixth and twelfth harmonic pulsating 

torques, but higher order hunting torques may be significant. For 0.2 pu fundamental 

voltage harmonic analysis shows that the seventeenth and nineteenth harmonic voltages 

have amplitudes of 0.157 pu and 0.218 pu respectively [13]. 

 Each of the resulting current harmonic reacts with the fundamental air gap flux to 

produce an eighteenth harmonic pulsating torque. The two torque components are additive, 

giving resulting torque amplitude of 0.69pu which is approximately the same as that for 

sinusoidal PWM with p=9 lower order torque are absent so that low-speed capability may 

be some what improved as compared with sinusoidal PWM distortion minimization PWM 

can not be seriously considered for low-frequency operation. The overall harmonic 

distortion is minimized, but no specific attention is paid to the lower order harmonic so that 

large low-frequency hunting torques is developed. 

 

CONCLUSIONS  

 Based on results the following aspects are concluded: 

 General loss factors have been developed which permit a rapid comparison of PWM 

waveform quality with respecte to harmonic motor losses. Loss factors are derived 

from harmonic copper loss (with and without skin effect), harmonic end-leakage 

loss, and total harmonic stray load loss. 

 Loss factor (r) has been shown to be a general measure of waveform "badness" 

with respect to all types of harmonic motor loss. Despite the fact that it is based only 

on harmonic copper loss and ignores skin effect. A large value of 1 is also an 

indicator of high peak current. Using this loss factor, an appropriate choice of 
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modulation strategy can be quickly made for each portion of the constant volts/hertz 

range of operation without performing detailed loss calculations for a particular 

machine. Conversely, if minimization of loss factor 1 adopted as a criterion for the 

derivation of an optimum PWM waveform, the resulting solution gives near 

optimum results for all harmonic motor losses and also for peak current amplitude. 

 For low-speed operation with a high switching frequency sinusoidal PWM is 

perfectly satisfactory. 

 At these low frequencies computation of the numerous switching angles for the 

optimum PWM techniques is very tedious, and subsequent implementation does not 

yield a significant improvement in efficiency. 

 As motor speed increases, the number of switching angles per cycle must be reduced 

to avoid an excessive number of commutation per second and allow a gradual 

transition to six-step operation at about base frequency. At these higher speeds, the 

optimum PWM strategies have been shown to be superior to sinusoidal PWM in 

respect to harmonic motor losses and peak current amplitude. 

 The PWM strategies used immediately prior to the change to six-step operation have 

few commutations per cycle and must be carefully selected, whether an analog or 

digital approach is used for waveform generation. A poor choice of transition 

strategy can result in very light harmonic losses and rapid overheating of the motor 

in this region, loss factor 1 is of great benefit in selecting correct transition 

strategies. 
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ABSTRACT 

  

 In this paper a theoretical analysis of South Baghdad and Dura power plant is carried out 
according to second law of thermodynamic depending on entropy (irreversibility coefficient or lost 

work) method instead of exergy (availability) method. In the used entropy method. The power plant is 
divided into main blocks ( boiler, turbine, condenser, and feed water heater and pumps ). The 
irreversibility losses and coefficient for each block are calculated and then the overall irreversibility 

and thermal efficiency of the plant are calculated.  The results of this work are compared with previous 
results, that depending on exergy method. The comparison of results show that both methods give 

approximately the same results since both of them rely the 2nd law of thermodynamic. Entropy method 
is simple and intellectually and intuitively satisfying and giving direct rela tionship between 
components losses of power plant and its overall efficiency.  

 
 الخلاصة

 
او معامل اللانعكاسية )تحليل محطة جنوب بغداد ومحطة الدورة الحرارية باعتماد طريقة الانتروبي  الحاليالبحث يتناول  

, المرجل) يتم تقسيم محطة القدرة الى اجزاء رئيسية , ي المستخدمةفي طريقة الانتروب. بدلا من طريقة المتاحية (الشغل المفقود
لكل جزء ثم بعد ذلك يتم حساب  يتم حساب معاملات و خسائر اللاانعكاسية(. و المسخنات و مضخات ماء التغذية , المكثف, التوربين

ج الاعمال السابقة لتحليل المحطتين باعتماد طريقة مقارنة النتائج مع نتائاظهرت  . اللاانعكاسية الكلية للمحطة و كفاءتها الحرارية
مع امكانية طيان نتائج متقاربة جداً مع افضلية لطريقة الانتروبي التي تمتاز بسهولتها عد اشارت النتائج بان الطريقتين تلق. ةيالمتاح

 .كل جزء من اجزاء المحطة مع الكفاءة الكلية للمحطة لخساراتالربط المباشر

 
KEYWORDS: Steam Power Plant, Analysis, Entropy Method 
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INTRODUCTION 
 

 With increasing fuel prices and the possibility of diminishing supplies in the years a head, the 
importance of developing systems which make efficient use of energy is apparent. The second law o f 
thermodynamic method of analysis is particularly suited for furthering the goal of more efficient 

energy use, for it identifies the locations, types, and the true magnitudes of energy resources waste and 
loss, such method can also be used to guide steps taken to reduce inefficiencies.  

 According to this second law different criteria are defined for analysis the performance of 
power plants based on the concept of exergy (availability). If all of these criteria are used, they must all 
give the same results. Although availability pinpointed the real losses of a steam power plant, it is 

difficult, complex and can not gives direct relationship between component losses and overall 
efficiency of plant. Thus, the criteria for selecting the best procedure to evaluate thermodynamic 

analysis should be, best ease of use, best degree of correspondence with the viewpoint and background 
of intended users and greatest breadth of application. On these grounds, the entropy method (lost work) 
approach was believed to be superior to other approaches in common use (Seader 1986). 

 The purpose of this work is to analyze performance of South Baghdad and Dura power plants 
according to 2nd law of thermodynamic depended on the concept of entropy method instead of exergy 

method. Then compare the results with that which obtained previously by other researches (Hashem 

and Murad 1998) and (Mathure et.al. 2000) depending on exergy method. 

 

 
EXERGY METHOD ANALYSIS OF THE THERMAL POWER PLANT 
 

 The processes in steam turbine plant are steady flow processes .Where the general form of the 
exergy value was calculated from the following formula (Hashem and Murad 1998), (Moran 1982) 

and (Yunus 1994) :  
 

).().( oooo sThsThe   

 
           For exergy analysis the plant was divided in to the following main blocks: steam boiler, steam 
turbine, steam condenser, feed water heaters and feed water pump. The exergy losses in each block can 

be defined as follows (Hashem and Murad 1998) and (Mathure et.al. 2000) : 

 
Steam Boiler 

 

The total exergy losses of boiler are given, 

 

wfLb EEE                                                                                                           (1) 

 

This total exergy losses of boiler are divided into three main losses, 

 
 

a- Combustion Losses 

 

)ln(...
o

c

T

T

pgogLc CTmE                                                                                                   (2) 
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 Where, combustion temperature (Tc) is roughly given by,  

 
).(.... ocpggf TTCmVCm   

 

 
b- Exhaust Losses 

 

).().( oexooexgLex SSThhmE                                                                                   (3) 

 
 Where, hex = Cpg .Tex     ,      sex = Cpg ln (Tex / To) 

 
c- Heat Transfer Losses 

 
Exergy losses due to heat transfer (ELht), 

 

LexLcwfLht EEEEE                                                                                           (4) 

 
Thus, the total exergy losses of boiler can be calculate from,  

 

ELb = Eq .(2) + Eq . (3) + Eq . (4) 
 

  And the second law efficiency of boiler can be calculated as, 
 

f

w

E

E
                                                                                                                                (5)  

                                                                                                                                                  
   Steam Turbine 

 

outtLt WEE                                                                                                                      (6) 

 
 And 2nd law efficiency of turbine, 

 

t

out

E

W


                                                                                                                                (7) 

 
 Steam Condenser 

 
Condenser effectiveness = (exergy gain by surrounding) /(exergy losses by steam through the 

condenser)                                                                                                                                                 (8) 
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exergy gain by surrounding = Qrej (
max

minmax

T

TT  )                                                                          (9) 

 
Where,  
Tmax – steam temperature at condenser inlet 
Tmin – surrounding temperature 

Whereas, exergy losses through the condenser is equal to the exergy losses by steam. 

 

 
 Feed Water Heater 

 

Exergy losses = Σ exergy input -  Σexergy output                                                                                  (10) 
 

the effectiveness of feed water heater = (exergy gain by cold water)/(exergy lost by steam)                
(11) 

 
feed water pump 

 

Exergy losses = Winput – exergy increasing of working fluid                                                      (12 ) 
 

Effectiveness of pump = (exergy increase of working fluid)/(Winput)                                                    (13) 
 

 According to 2nd law steam cycle efficiency is given as,  

ws

output

em

W

IIc 


.
                                                                                                                                              (14) 

 
 So from Eq. (5)  ηIIb = ms.∆ew/Ef, 
 

  then the 2nd law efficiency of  the power plant is given as, 

IIbIIcIIplant  .                                                                                                                                       (15) 

 
     The schematic diagram of one unit of South Baghdad power plant is shown in Fig.1 . The 
description data of its steam cycle is given in Table.1 (Mathur et.al. 2000). Whereas, the schematic 

diagram of one unit of Dura power plant and the description data of its steam cycle are shown in Fig.2 
and Table .2, respectively (Hashem and Murad 1998)  . 

      Using Tables. 1 and 2  and above equations, exergy analysis of each component was calculated for 
South Baghdad (Mathur et.al. 2000) and Dura (Hashem and Murad 1998)and the results are 
summarized in Tables. 3 and 4 , respectively. 

 
 
ENTROPY METHOD  

 

 
According to (Gashteen and Varkevker 1986) and (Yunus 1994) irreversibility losses (lost work) are 
given as, 
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Irreversibility losses = Wis - Wact 

 
Irreversibility losses = (Qadd

  - Qrej )rev –  (Qadd
  - Qrej )ire 

 

Irreversibility losses = (Qrej)irre – (Qrej)rev                                                                                                (16) 
 

But for reversible engine, 
 

0
1

)(


T

Q

T

Q

sys
add

o

revrej
ss  

Then, 

 

1

)(

T

Q

T

Q
add

o

revrej
                                                                                                                                             (17) 

 
For irreversible engine, 
 

1

)(

T

Q

T

Q

sys
add

o

irrerej
ss   

 

From Eq. (17), 
o

revrejadd

T

Q

T

Q )(

1

  , then 

 

o

revrej

o

irrerej

T

Q

T

Q

syss
)()(

  

 

revrejirrerejsyso QQsT )()().(                                                                                                 (18) 

 
Sub. Eq. (16) in Eq. (18), then 

 
Irreversibility losses = To (Δs)sys = To Σ Δs                                                                                            (19) 

 
For example for the arbitrary system shown below the irreversibility losses can be calculated as follows,  
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Irreversibility losses (Φ) = To [ m1.s2 + m2.s4 + (m3 + m4 ).s7 – m1.s1 – m2.s3 – m3.s3 –      m4.s6 + Qo / 

To ] 
 

 oini

m

ioutii

n

io QsmsmT   ]).().(.[ 11                                                                               (20) 

  
If there is no heat transfer across the boundary (Qo = o) then, 

 

Φ = To [ inii

m

ioutii

n

i smsm )()( 11    ]                                                                                    (21) 

 
          From Eq.(21) irreversibility losses can be calculated depending only on the change of entropy.      

This is why this method was given name of entropy by (Gashteen  1963) .  Irreversibility coefficient 
(Ω) for each component of the power plant is equal to,  

 

Ωi = Φi/(exergy input to the plant)                                                                                  (22) 
    
And the overall irreversibility coefficient for any power plant, 

 

Ωtotal = 
input

n

i  1  

Ωtotal = Ω1 + Ω2 + Ω3 ………..Ωn = i

n

i  1                                                                        

(23)  

 
Plant thermal efficiency is defined as, 

 

input

lossesinput
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output 
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i

n

iinput

input i
n
i  

 

111                                                                                                      (24) 

 
          By using entropy method to analyze thermal power plant, the plant was divided into main blocks 

and irreversibility losses for each block was calculated according to Eqs.(20) or (21) and then 
irreversibility coefficient for each block was calculated from Eq. (22) . The overall irreversibility 
coefficient of the plant was found from Eq. (23) and then from Eq. (24) the thermal efficiency of plant 

can be calculated (Gashteen and Varkevker 1986). 
          The main blocks of thermal power plants and their irreversibility coefficient are as the following,  

 
Steam Boiler 

 

          The total irreversibility losses of steam boiler are divided into three parts, 
  (a) Exhaust losses (b) combustion losses (c) heat transfer losses. 

 
 (a) Exhaust losses 
These losses are calculated as follows, 

 
Irreversibility exhaust losses = Q – Q.ηb 

 

Irreversibility exhaust losses = Q (1- ηb)                                                                                                (25) 

 
Where Q= (ms.Δhw)/ηb 

 
   (b) Combustion losses 
 Combustion leads to appearance irreversibility losses which are depended on temperature of 

combustion. 
Thus when this temperature increases the irreversibility losses decreases as shown on T-S diagram 
below : 
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         The area abb`a`a represents the heat released during combustion at Tc. The equal area cdd`a`c 
represents the same heat released when combustion occurs at Tc

`. 

 

Irreversibility losses of combustion at (Tc) =
c

o

c

oc

T

T

T

TT
QQQ .].[ 


                                                       (26) 

 

Irreversibility losses at temperature (Tc`) = 
`

.
c

o

T

T
Q                                                                                   (27) 

 

So Tc` < Tc , then irreversibility losses at Tc are less than that at Tc`. These losses are shown on T-s 
diagram which are equals to area efb`a`e and egd`a`e at Tc and Tc` respectively. 

 
(c) Heat transfer losses 

Irreversibility losses=
cT

Q

so ssmT  ).(.( 21
]                                                                                           (28) 

 
When combustion temperature is Tc. whereas these losses at Tc` become,  
 

`
).(.( 21

cT

Q

so ssmT                                                                                                 (29) 

 
From Eqs.(28) and (29) it is clear that these losses are increasing when combustion temperature is 
increasing.Thus, Eq.(26) + Eq.(28) and Eq.(27) + Eq.(29) give the sum of irreversibility losses due to 
combustion and heat transfer at different combustion temperatures. From which a conclusion can be 

achieved that irreversibility losses due to combustion and heat transfer are given as, 

 

).(. 21 ssTm os                                                                                                                       (30) 
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Where s1&s2 are the entropy of working fluid at outlet and inlet of boiler respectively Eq.(30) is valid 
whatever the temperature of combustion is. 

Thus, the total irreversibility losses of steam boiler can be calculated as follows, 
 
Total irreversibility losses of boiler = Eq.(25) + E q. (30) 

 
Steam Turbine 

 
 Irreversibility losses of turbine can be calculated from Eq. (21). 
 

Steam Condenser 

 

This irreversibility losses can be calculated from Eq.(20) in which Q=ms hs 
 

Feed Water Heaters And Pumps 

 
This can be calculated from Eq. (21) 

 
Mechanical And Generator Losses 

 
These can be calculated as follows, 
 

Mechanical irreversibility losses =wt-ηm.wt                                                                                           (31) 
 

Generator irreversibility losses =ηm. wt-ηm.ηg. wt                                  (32) 

 
For all above components the irreversibility coefficient (Ω) for each component can be calculated by 

dividing Φcomponent by fuel exergy, which is in our calculated equal to mf.C.V. Then, 





n

i

i

1

1  

    The results obtained from entropy method are summarized in Table.5  and  6  for South Baghdad 
and Dura power plant respectively. 

 

CONCUSION  

 
 Both exergy and entropy methods give approximately the same results Figs.3 and 4 ,since the 

second law of thermodynamic is unambiguous. 

 

 Entropy method (irreversibility) independent on dead state except for the value of To. Whereas 

the exergy is determined in relative to restricted dead state, which can be some what 
misleading. 

 

 Entropy method which is simple and easy to apply is superior to exergy method. Since the 
former method requires only one property (entropy) to obtain the results, while the later method 

requires two properties (entropy and enthalpy). 
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 The entropy method is pinpointing the real losses in each component and giving direct 

relationship between them and the overall efficiency of the plant. By this the effect of 
inefficient components can be directly reduced to improve the performance of plant. 

 

 The entropy method show that combustion temperature not posses influence on the 

irreversibility losses of the boiler. This is in contrast with what (Hashem and Murad 1998) 
previously concluded. 
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NOTATION  
 

C.V.   caloric value of fuel (kJ /kg) 

h  specific enthalpy (kJ /kg) 
s  specific entropy (kJ /kg.K) 
e,E  specific exergy (kJ /kg) , power (W) 

Cp  Specific heat at constant pressure (kJ /kg K) 
T  temperature (K) 

Q   total heat (kJ) 
W  work (kJ) 

 

 
GREEK 
 

η    efficiency 
Ф   irreversibility loss 
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Ω   irreversibility coefficient 
Δ   difference 

 
 
 
SUBSCRIPTS 

 

add  added     irre   irreversible 
act       actual                                is        isentropic 

b          boiler                                L        losses 
c          combustion                       m       mechanical 
ex        exhaust                             max    maximum 

f           fuel                                  min     minimum 
g          gas, generator                  o         ambient  

ht         heat transfer                     rej      rejected 
II         second law                       rev    reversible 
 s         steam                                sys      system 

w        water                                 t         turbine  

                                                                                                                                                                               
  

Table.1: Description Data Of Steam Cycle For South Baghdad Power Plant (Mathur et.al. 2000) 

 
Pt mass kg/s pressure 

bar 

x% saturation 

tem.c0 

h kJ/kg s kJ/kg.K 

1 74.433 87.2 510 301 3414.5 6.7085 

2 0.0756 87.2 510 301 3414.5 6.7085 

3 74,358 87.2 510 301 3414.5 6.7085 

4 0.1767 87.2 510 301 3414.5 6.7085 

5 0.051 87.2 510 301 3414.5 6.7085 

6 0.1106 71.02 482.222 286.722 3367.3 6.742 

7 0.1616 75.84 493.333 291.277 3382.2 6.7336 

8 0.0504 75.84 493.333 291.277 3382.2 6.7336 

9 0.0315 75.84 493.333 291.277 3382.2 6.7336 

10 0.0797 75.84 493.333 291.277 3382.2 6.7336 

11 0.8343 71.02 482.222 286.722 3367.35 6.742 

12 73.1855 87.2 510 301 3397.3 6.7253 

13 5.418 32.9 388.888 239 3199.87 6.83417 

14 67.766 32.9 388.888 239 3199.87 6.83417 

15 3.9858 16.81 308.888 203.666 3046.129 6.8886 

16 63.781 16.81 308.888 203.666 3046.129 6.8886 

17 3.377 7.177 215.555 165.888 2876.5 6.9388 

18 60.403 7.177 215.555 165.888 2876.5 6.9388 

19 4.012 2.7 132.222,0.995 130 2713.5 7.0016 

20 56.391 2.7 132.222,0.995 130 2713.5 7.0016 

21 4.845 0.792 92.22,0.967 92.888 2539.99 7.1105 
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22 51.545 0.792 92.222,0.967 92.888 2539.99 7.1105 

23 51.545 0.0677 38.333,0.89 38.333 2303.67 7.4246 

24 9.0449 0.106 46.788 46.855 195.895 0.6603 

25 51.545 0.067 36.15 38.333 151.376 0.5201 

26 60.64 0.072 38.388 52.277 160.726 0.5502 

27 60.64 14.734 38.388 197.222 160.726 0.5502 

28 0.0756 87.2 510 301 3412.24 6.7211 

29 0.0756 27.58 224.833 229.222 988.55 2.6143 

30 60.64 14.73 39.111 197.244 163.75 0.56 

31 8.969 0.103 45.191 45.5 189.21 0.6407 

32 0.0315 0.827 97.71 99.555 417.28 1.18509 

33 60.64 14.734 39.444 197.222 165.146 0.5645 

34 4.925 0.8411 98.111 94.444 2553.7 7.1189 

35 8.938 0.102 45 45.233 188.4 0.6382 

36 4.0122 0.6895 87.883 89.555 394.95 1.1641 

37 60.64 14.245 88.611 195.72 370.997 1.1809 

38 60.64 13.755 124.944 194.222 524.28 1.5787 

39 4.21166 10.342 266.666 181.333 2973.79 6.9765 

40 74.433 8.511 172.222 172.944 686.63 2.0519 

41 74.433 122.5 179.2 325.666 703.615 2.0594 

42 4.1626 14.479 312.777 196.44 3061.7 6.8969 

43 9.581 8.136 171.05 171.055 722.223 2.0469 

44 74.433 122.0 197.5 325.372 844.8 2.4091 

45 5.4188 17.237 197.5 205 866.435 2.3576 

46 74.433 121,60 234.9 325 1014.67 2.6038 

 

Table.2: Description Data Of Steam Cycle For Dura Power Plant (Hashem and Murad 1998) 

 
Pt t (C0) pressure 

(bar) 
m kg/s h kJ/kg s kJ/kg.K 

1 535 133.4 135.95 3426 6.549 

2 360.7 39.11 19.03 3124 6.645 

3 361.9 40.45 115.1 3124 6.627 

4 535 36.29 115.1 3528 7.253 

5 374 11.13 4.837 3208 7.345 

6 269.8 4.435 6.557 3004 7.387 

7 164.1 1.603 5.548 2800 7.232 

8 X=0.995 0.563 6.789 2639 7.52 

9 X=0.922 0.068 91.38 2384 7.688 

10 ------ 0.068 91.38 161.7 0.553 

11 38.6 0.068 105.5 161.6 0.554 

12 38.8 15.57 105.5 163.7 0.552 

13 45.1 ------- 12.34 188.8 0.639 

14 81.4 6.886 105.5 341.2 1.089 

15 113.4 ------- 5.548 475.6 1.456 

16 110.4 6.396 105.5 463.5 1.421 
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17 147.4 4.435 135.95 620.9 1.815 

18 150 160.4 135.95 641.8 1.825 

19 157 -------- 23.862 662.8 1.912 

20 184.8 159.5 135.95 790.9 2.163 

21 249 -------- 19.03 1081 2.785 

22 248 158.5 135.95 1077 2.748 

 
 

Table.3: Exergy Analysis Summary Of South Baghdad Power Plant (Mathure et. Al. 2000) 

 

No Components Exergy loss % ηII% 

1 Boiler 56.8 Boiler-43.2 

2 Turbine 7.4 Steam cycle-

74.76 

3 Condenser and hot 
well 

2.08 Overall 
efficiency-29.61 

take to account 

4 Pumps -------- power use facter 
=0.917 

5 Feed water heaters --------  

 
Table.4: Exergy Analysis Summary Of Dura Power Plant (Hashem and Murad 1998)  

 

No Components Exergy loss % ηII% 

1 Boiler 50.00 Boiler – 50.0 

2 Turbine 4.17 Steam cycle-84.0 

3 Condenser 2.05 Overall 
efficiency-42.0% 

4 Feed water heating 1.45  

5 Feed water pump 0.105  

6 Mec.&generator 0.65  

 
Table.5: Entropy Method Analysis Summary Of South Baghdad Power Plant 

 

No Components Irreversibility 
coefficient Ωi % 

η 

1 Boiler 58.0  

2 Turbine 6.60  
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3 Condenser and hot 
well 

2.3  

4 Feed water heaters 4.8  

5 Mechanical 0.3  

6 Generator 0.4 Overall 

efficiency=27.6 

7 total 72.4  

 

 
Table.6: Entropy Method Analysis Summary Of Dura Power Plant 

 

No Components Irreversibility 
coefficient Ωi % 

η 

1 Boiler 51.03  

2 Turbine 4.12  

3 Condenser  1.998  

4 Feed water heaters 1.6  

5 Mechanical 0.4  

6 Generator 0.4 Overall 
efficiency=40.2 

7 total 59.8  
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Fig. 1: The Heat Cycle Of The Unit Of  South Baghdad Power Plant 

 



Journal of Engineering  

 

Volume 15  September 2009  

       

Number 3 
 

 

 4039 

      

160MW

19

18 17 16

15

14

13

12

11

10

9

8765

21

2022

4

3

2

1
LPS

H.PS

BOILER

 
 

Fig.2: The Heat Cycle Of The Unit Of Dura Power Plant 
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Fig3: Exergy And Entropy Method Analysis For South Baghdad Power Plant 

                 X-Axis:- 1- Boiler  2- Turbine  3- Condenser And Hot Well  4- Overall Plant 
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Fig.4: Exergy And Entropy Method Analysis For Dura Power Plant 

                                  X-Axis: 1- Boiler  2- Turbine  3- Condenser  4- Feed Water Heaters                   

5- Mec.& Gen.  6- Overall Plant 
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ABSTRACT 

A low-order panel method was used to predict the flow characteristics between two 

sets of wings representing wing and tail. Constant source and doublet singularities with 

Drichlet boundary condition are used on the body surfaces. Distance and setting angle 

changes of the tail are studied to predict the air flow characteristics. Since the flow is 

incompressible non-viscous (potential flow), the results obtained contain a large physical 

evidence and may give a good design tool for aircraft stability consideration. A FORTRAN 

program was built to calculate the flow characteristics and then validated with published data. 

Highly acceptable results are obtained as compared with these data, so that; the program can 

be used for discussing the design or control parameters of such aerodynamical problems. 

 الخلاصة

. طريقة الالواح ذات الدرجة الواطئة استخدمت لتخمين خواص الجريان مابين جناحين يمثلان الجناح والذنب

لتخمين  هادرست تمت للذنب التثبيتتغيير البعد وزاوية . مع تطبيق شرط دريشلت على سطح الجسماستخدم مصدر وقطب 

مل تح تكانفان النتائج المتحصلة منه , (جريان كامن)لزج  رغم ان الجريان لا انضغاطي وغير. خواص جريان الهواء

برنامج بلغة الفورتران . والتي من الممكن ان تكون اداة جيدة لدراسة استقرارية الطائراتالكثير من الملاحظات الفيزيائية 

قبولة الى حد عالي مع النتائج المتحصلة كانت م. تم بناءه لحساب خواص الجريان وتحقيق هذه النتائج مع بيانات منشورة

 .ولذلك فان البرنامج يمكن استعماله لمناقشة عوامل التصميم والسيطرة لمسائل الديناميكا الهوائية, هذه البيانات المنشورة

 

KEYWORDS: Wing-Body-Tail Interference, Potential Flow, Panel Method 

 

INTRODUCTION 

While the present work is dealt with the interference between wing and tail, it could be 

regarded as lifting surface –vortex interference. Vortices passing close to a lifting surface can 

cause significant changes in the aerodynamics characteristics of the lifting surface. An 

important example is the loss of tail effectiveness, which results from wing vortices pass in 

close proximity to the tail. Fig (1) shows the physical situation that give rise to such wing tail 

interference. 

Changing the wing and tail angle of attack is very effective aspect of controlling the 

airplane. For the design aspect, the distance between the wing and tail, their shapes and sizes 

would make a large change in aerodynamics of the airplane. 

If complete configuration without the wing is first considered the tail wing will then 

develop lift that is mostly generated by the tail and tail body interference. The addition of 

wing to the previous configuration will cause a general down wash field in the region of tail 
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panels, and thereby reduces their lifting effectiveness. The loss of tail lift can be directly 

ascribed to the modification of the flow field produced by the vortices shed by the wing. It is 

clear that any vortices regardless of their origin will in passing close to the tail produced 

interference effect similar to those produced by the wing vortices. 

Several methods were established to investigate the flow field behavior upon and 

around bodies moving inside fluids. The researchers always try to implement numerical 

methods that solve engineering problems with a satisfactory agreement with experimental 

data. This led to introduction of the panel method, which is reliable potential solution for a 

wide range of a complex geometries compared with actual measured data. Articles on this 

method were published since 1967 up to date which indicate the justification of such method 

in the field of aerodynamic design. 

Many previous works studied the interference problem between different parts of 

airplanes like wing-body-tail components. Most of these studies used panel method as a tool 

to analyze the interference problem due to simplest form of this method and its ability to deal 

with complex configuration. The first beginning with (Hess and Smith 1967) used the panel 

method in solving the problem of lifting and non-lifting bodies by distribution of constant 

sources and vortices on them. Neuman boundary condition was used with kutta condition to 

find the strength of these singularities .The flow is incompressible and the results were in 

good agreement with both analytical and experimental data, the method still to be an efficient 

tool in aerodynamic problems especially on the interaction between air plane components like 

wing, body and tail components. After them (Morino and Kuo 1974) present a general 

method for steady and unsteady linearized subsonic flow around arbitrary shape. A 

distribution of constant source strength with constant doublet was used with the Drichlet 

boundary condition. (Morino 1975) extend this method for linearized supersonic flow. These 

results for different body's interactions agree well with experimental data and available exact 

solution of selected bodies. (Tinoco 1984) use higher order panel method represented by 

PANAIR commercial program to predict complex configuration like wing-body-tail. Good 

results are obtained as compared with experimental data.  

(Bandyo pahyay 1989) developed a numerical method to calculate the aerodynamic 

characteristics of wing-canard configurations by considering both the attached and separated 

flow over the canard surface using horse-shoe vortex technique. Experimental test have been 

conducted in a low Speed wind tunnel to compare the theoretical results. The comparison 

shows good agreement up to 16
o
 incidences. 

(Arnott and Berstin 2000) made an analysis for aerodynamic interference at the 

forward swept wing and plate interaction region with a fully developed turbulent boundary 

layer. Flow visualization and surface pressure distribution have been made for Reynold 

Number 61003.1   based on the wing chord and free stream velocity equal 30m/s. For low 

stall angles, boundary layer separation was wake at plate while a higher angles many 

separation regions have been noticed with a large three-dimensional vortex region. 

The present work deals with the aerodynamic characteristics of wing and tail 

interaction in low speed region. Wing wake is considered to be a flat vortex sheet and the 

reaction of the tail section is then calculated. Low-order panel method is used to predict the 

flow characteristics due to complex shapes and incompressible potential flow were assumed 

for the flow. 

 

PANEL METHOD FORMULATION 

Panel method is commonly used for analyzing subsonic and supersonic inviscid flows 

about Configurations of arbitrary geometries, and is widely use throughout the areo-space 

industry. A major advantage of panel methods is that they are not encumbered by the need for 

a field grid for numerical solution, and as thus free of most of the geometric limitations which 

today limit the non-linear method to simpler configuration (Katz and Plotkin 1999). 
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        The flow outside the boundary layer is assumed to be incompressible, besides it is 

irrotational. The continuity equation in terms of the potential function   is: 

 

         02              (1) 

 

          The general solution of equation (1) can be constructed by assuming a source (σ) and 

doublet    distribution placed on the boundary of the body assigned as (s); 

         ds
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Where ( 


n ) is the normal vector on the surface (s) and in the direction of the potential    

and (  ) is the free stream potential; 

 

             zQyQxQ nml             (3) 

 

If the wake of the body is modeled with a doublet eq. (2) will be; 
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The boundary condition of eq. (1) can directly be specified as zero normal velocity 

component  
n

 =0 on the surface (s) in which case this direct formulation is called the 

Neuman problem. It is possible to specify the potential    on the boundary, so that the zero 

normal flow condition will be met, this is called Drichlet problem. The second boundary 

condition are used, so that; the distributing of singularity elements on the surface and placing 

the point (x, y, z) inside the surface (s) the inner potential  i in terms of the surface 

singularity distributions is obtained; 
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B+W means body and wake surface. For enclosed boundary e.g. (s),  0



n

 as required 

by the boundary condition of zero normal velocity (   )0


 np   then the potential 

inside the body (without internal singularities) will not change (Katz and Plotkin 1999). 

 

                .consti           (6) 

 

Now let the source be;  

 

               


 nQ            (7) 

 

Then eq. (5) can be written as; 
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NUMERICAL SOLUTION 

 The body is divided into NB surface panels and NW wake panels. The Drichlet 

boundary condition will be specified at each body panel at a "collocation point" which for the 

Drichlet boundary condition must be specified inside the body. In most cases though, the 

point may be left on the surface without moving it inside the body. 
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              Element of constant source strength (σ) and doublet strength    are assumed thus, 

eq. (9) can be written as; 
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  Where the result of integration for a quadrilateral panel can be found in (Katz and 

Plotkin 1999) as; 
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  The source strength of (σ) is selected from eq. (7), then the coefficients ( kB ) are 

known and can be moved to the right side of the eq. (10) by using Kutta condition, the wake 

doublet can be expressed as follows; 

 

             luw                                                                               (12) 

 

So that the eq. (10) can be simplified as follows: 

 

             luwww CC                                                                          (13) 
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 Where  

            KK CA   If the panel not at T.E 

            WKK CCA   If the panel is at T.E   

 

 It could be written in matrix notation as; 
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                  BA           (15) 

 

AERODYNAMIC LOADS 

Once eq. (15) is solved and the unknown singularities values are obtained; the velocity 

components are evaluated from local coordinate's derivation, the two tangential perturbation 

velocities are; 
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Where the differentiation is made numerically using the values on the neighbor panels, the 

normal component of the velocity is obtained from the source 

 

           nq            (18)  

 

The total velocity in the local direction of panel (k) is 
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 The pressure coefficient can be computed at each panel using panel Bernaullies equation; 
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The total aerodynamic forces are calculated from 
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   Where kA = area of each body panel and zkxk nn , Component of unit normal vector (


n ) in 

X and Z directions. 

   The lift and induced drag forces are calculated by: 
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  The moment at reference point is; 
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In which  ckck ZX ,  are the global coordinates of each collocation point and (Xref, Zref) are the 

reference moment point of the body. 

 A combination between rectangular wing and tail in potential flow is patterned by 

changing the space between them and the angle of setting of the tail as shown in Fig (2). The 

interference between the wing and tail can be clearly seen from the pressure coefficient 

distribution along the mid stream line on wing and tail and from dynamic forces on them. The 

other parameter like wing and tail aspect ratio and cross-sectional airfoil are selected constant 

for all cases studied in the present work. 

 It must be noted that the wake will be assumed straight (flat wake shape) and deflected 

with an angle of attack of the wing, to prevent wake to go inside tail which may cause an error 

in pressure distribution on the tail due to presence of  singularity inside it, so that; there will 

be difference in height level between them. This approximation is done in real case where 

most of aircraft place the tail at higher or lower level from wing position and never placed in 

the same level. 

 The procedure discussed in the numerical method is used to build a computer program 

in Fortran 90 power station and modified to predict complex configurations like wing-body-

tail system. To insure that program give reasonable results, the program results must be 

verified with other dependent published results.  

 

RESULTS AND DISCUSSION 

 Figs (5, 6, 7, and 8) show a comparison between the present code and the results of 

software program called PANAIR pilot code (Tinoco 1984) which is a commercial potential 

flow program predicts subsonic and supersonic flow over complex bodies. The discretization 

of a selected case (swept back tapered wing) is shown in Figs (3 and 4). Also the control 

point is clear in Fig (4). Other figures (5, 6, 7 and 8) show pressure distribution (upper and 

lower surfaces) on the wing surface of two angles of attack and two span wise stations. Good 

agreement between present works with pilot code is clear. 

 To simplify the interference between wing and tail problem the consideration will be 

concentrated on some parameters like the distance between them and the tail setting angle. 

Wing and tail is considered as a rectangular wings as shown in Fig (9) where all the 

dimensions are assumed with respect to chord length of the wing. The reference area and 

length which is used in calculation of the aerodynamic coefficients are calculated with respect 

to wing area and its chord length. Also Fig (9) shows the discretized wing and tail 

configuration, it is seen that dense panels are used at leading and trailing edge for both wing 

and tail. This type of discretization is used due to rapid change in flow characteristics at these 

regions and it gives approximately constant aspect ratio for each panel. 

Fig (10) illustrates the influence of tail on the wing by considering the lift coefficient 

distribution along the span of wing with tail and without tail at 5
o
 angle of attack. The figure 

shows the influence of tail on the wing which clearly increasing the load slightly on it. 

Pressure distribution on the wing surface is shown in figures (11 and 12). A comparison with 

tailness wing shows no major difference between them. The figures shows small tail effect on 

the wing and it could be neglected.  

Fig (13) shows that lift distribution along the tail. Two cases are studied, the first 

consideration predicts the tail without wing at angle of attack of 5
o
 where a free stream goes 

on its surface and the other consideration the effect of wing on the tail is considered. The 

difference is clearly shown in the figure, by decreasing the lift distribution along the span wise 

of the tail. The decreasing in lift could be represented by decreasing in angle of attack at tail. 

The down wash behind the wing acted as a normal velocity in the down ward direction which 

tries to decrease the angle of attack on the tail.    
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Fig (14) shows a comparison between lift distribution along the span of wing and tail 

at 5
o
 angle of attack. It is clear that the wing carry most of lift and the tail used mainly to 

control. Pressure distribution on the tail surface with and without wing is shown in Figs (15 

and 16). The figures show a difference in two cases, which lead to a difference in load on the 

tail. 

An important figure which illustrates the relation between wing and tail effect is 

shown in Fig (17) where lift coefficient is considered with and without interference between 

them. The most important notice that is the wing load increased due to presence of tail while 

tail load decrease from tail alone due to presence of wing. The overall wing tail load shows an 

increase in lift coefficient with angle of attack for them. Fig (18) shows another notice for 

them, the figure illustrates that the induced drag coefficient decreased for wing and tail 

simultaneously due to interference effect on wing and tail with that when take them alone.   

Fig (19) represents the stability curve of the wing-tail system, because it represents a 

relation between moment coefficient variations with lift coefficient. The figure constructed 

from four curves representing wing-tail combination and wing moment alone. The reference 

moment point is located at 0.5 of wing chord length behind wing leading edge. It could be 

seen that the wing moment tends to cause a positive moment coefficient at a reference point. 

While the tail causes a reverse action on this point, the figure is separated with a vertical line 

at zero moment coefficients to illustrate the stability behavior. Due to large lift produced on 

the wing as compared with tail, the moment of the system (wing-tail) tend to be a positive 

behavior i.e. nose up. This mean the system is not stable i.e. at the right side of the figure and 

the inclination of the overall curve is positive as clearly illustrated in the figure. 

To consider a different parameter and its effects on the system which contain wing and 

tail, the distance and setting angle of the tail is illustrated in foregoing discussion. The 

distance of the tail from the wing increased gradually from the wing to consider the 

interference effect between them. Fig (20) shows this effect by considering the lift coefficient 

on the tail and wing. Clearly there is no major effect on the lift coefficient with increasing the 

distance. But Fig (21) shows an increasing in the induced drag of the wing as the tail goes far 

from the wing, and this satisfied Fig (18) which illustrates that the induced drag of the wing 

without tail is larger than that with tail. The far distance means that there is no effect between 

two set of wings. 

Fig (22) is an important graph where the moment coefficient vs. distance between 

wing and tail is presented at angle of attack 5
o
. The moment coefficient changes its behavior 

as the tail reached to a distance equal approximately to 3.56 of wing chord length measured 

from wing leading edge to the leading edge of the tail. At this position the stability is satisfied 

and the moment tends to make a nose down for the wing-body system. 

Other parameter considered here is the setting angle of the tail. This angle is added or 

subtracted to the angle of attack of the wing and tail system. Fig (23) shows the lift coefficient 

of the wing and tail, it could be seen that the lift coefficient of the tail increased rapidly with 

the setting angle of the tail while the wing lift coefficient is constant with this angle. The 

overall lift coefficient increased with this angle as shown in figure. 

Fig (24) shows that the increasing in induced drag due to increasing in the tail induced 

drag. The other notice is the wing induced drag which is decreased due to interference effect 

as it is clear in the figure. 

Fig (25) shows the wing will be stable at angle of attack equal to 3.5
o
 approximately. 

The tail is stable for all setting angle which overcome the unstable wing moment coefficient. 

 

CONCLUSIONs 

 The results show that there is an interference causing a change in longitudinal 

characteristics of each wing and tail. The increase distance between wing and tail decrease the 
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interference effect and increase the stability of wing-tail system. It is found also that for the 

system suggested in the present work the moment stability occurred at distance 3.5 times wing 

chord make the system stable. The results can be seen in the transport aircraft where the tail at 

a far distance from wing. The increasing of setting angle of tail will cause an increasing in 

stability of wing-tail system. The interaction between them causes an increasing in lift 

coefficient for the whole system (wing and tail) also in the induced drag. The moment 

coefficient prediction shows that the system will be stable at 3.5
o
 setting angle of tail. These 

results could be applied in military aircraft where the length of aircraft is small. 
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NOMENCLATURE 

 

A Panel Area m
2 

A Doublet influence matrix  

AR Aspect ratio  

B Source influence matrix  

bw bT Wing and Tail Span m 

c Wing Chord length m 

cT Tail Chord Length m 

Cl Section Lift Coefficient m 

CL Total Lift Coefficient m 

Cm Pitching Moment Coefficient m 

Cp Pressure Coefficient  
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FD Drag Force N 

FL Lift Force N 

Fx Axial Force N 

Fz Normal Force N 

l, m, n Local directional unit  

M Moment N.m 

nx,ny,nz Normal direction unit  

NW Number of Division on the wake  

NB Number of division on the body  

Q Total velocity m/s 

xref, zref Reference point m 

xt Distance between wing and tail leading edge m 

α Angle of attack Deg 

Є Tail Setting Angle Deg 

Φ Total velocity potential m
2
/2 

μ Doublet Strength m
2
/2 

μw Doublet Strength of wake m
2
/2 

Φ∞ Free Stream Velocity Potential m
2
/2 

σ Source Strength m
2
/2 

ρ∞ Free Stream Density Kg/m
3 

 

 

 

 

 
 

Fig (1): Interaction Problem Between Wing and Tail in Flying Aircraft. 
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Fig (2): Terminology of Wing-Tail Interaction Problem. 
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Fig (3): Wing Geometry. Fig (4): Wing Panels and Control 
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Fig (5): Pressure Distribution at 

2y/b=0.19 and α=0. 

Fig (6): Pressure Distribution at 

2y/b=0.81 and α=0. 
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Fig (7): Pressure Distribution at 

2y/b=0.19 and α=5
o
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Fig (8): Pressure Distribution at 

2y/b=0.81 and α=5
o
. 
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Fig (9): Wing-Tail Geometry. 
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Fig (11): Pressure Distribution on 

the Wing at 2y/c=0.19. 

Fig (12): Pressure Distribution on 

the Wing at 2y/c=0.81. 
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Fig (14): Lift Distribution a Long 
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Fig (15): Pressure Distribution on the 

Tail at 2y/c=0.19. 

Fig (16): Pressure Distribution on the 

Tail at 2y/c=0.81. 
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Fig (17): Wing-Tail Lift Coefficients 

with Angle of Attack. 

Fig (18): Wing-Tail Induced Drag 

Coefficients with Angle of Attack. 
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Fig (20): Wing-Tail Lift Coefficients 

with Distance Between Wing and Tail 

α=5
o
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Fig (24): Wing-Tail Induced Drag Coefficients 

with Tail Setting Angle, α=5
o
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ABSTRACT 

Water plays a strategic role in the development of many facilities in our country. Still, 

the biggest construction projects in the world take place in Iraq with the creation of the most 

ambitious architectural centers. Great water production plants and distribution networks are 

constructed and management of available water resources is an important issue. This paper 

includes the identification of the hazards and introduction of control points that serve to 

minimize these potential hazards that providing more effect control for drinking water 

quality. We can conclude that end-product testing is a reactive rather than preventive way to 

demonstrate confidence in good and safe drinking water. This justifies the need for the 

formulation of a new approach in drinking water Quality Control QC based on understanding 

of system defense reduces for contamination and on preventive means and actions necessary 

to guarantee the safety of the water supplied to the consumer. Water safety plan WSP is a 

concept for risk assessment and risk management throughout the water cycle from the 

catchments to the point of consumption. This work outline and presents an overview of the 

first year occurrences in the developing and implementing a WSP in the multi- municipal 

water supply system for a city area of Baghdad. Since key personnel had contributed to the 

assessment of hazards and evaluation of corrective actions for control points, a greater 

understanding of water QC and improvements on technical operation and performance have 

been register, demonstrating good value for the methodology.  

 الخلاصة
فعي  والأعمعار مواك ع  ماعاري  ال  عاءمع  و في جميع  ميعاديا الايعال المتةعورل فعي   د عا  ااستراتيجييلعب الماء دورا  

دارلعمليعع    ععاء فععاا , العععرا  التعريف  المخععاةر  ععث ال اعع يةععت . مسععال  مةمعع تعععد المععاء واعع كات التو يعع   إ تععا  ماععاري  وا 
دخالالماتمل   أا  مكعاي. ل وعيع  ميعاا الاعرب فاعليع  أكثعررقا ع   ريتعوفو  تلك المخاةرما تقليل ال لىإ قاة سيةرل تؤدي  وا 
 عع ا  .صعال  للاعرب  جيععد وامعا و لثقع   فعي معاء لاعتمعاد ا وقا يععا أكثعر ممعا  عو  فعاع  ال عات  ال ةعا ي يكععوا اخت عار  سعت ت  إا

يجاد يُ رّرُ الااجَ  لصياغ    الم اعع  دعد   ظعا   ال ي يست د على فةع  الصال  للارب  لماء إدارل الجودل لجديدل في  معالج وا 
 عو  (WSP)دعماا سع م  المعاء خةع   .والإجراءات الوقا يع  المةلو ع  لدعماا صع اي  المعاء المجةع  للمسعتةلك   التلوث  

 أعمالخص مل يقدم هذا العمل .خ ل دورل الماء الكامل  ما المصدر ولاد الاستة ك ,والسيةرل عليهمفةو  لتقدير  الخةر 



I.Q. Alsaffar                                                                               Review An Improvement On Technical Operation In  

                                                                                           Drinking Water System For Water Supply Station 

 

 7504 

 تفععي م ظومعع  اعع ك  مععاء متعععددل الامتععدادا فععي تة يعع  السععيةرل ال وعيعع    لأسععلوب التق ععي للسعع   الأولععى ل تةععويرالو التاسععيا 
فةع  وتاقيع   إلعى المسعجل  أدتالتصعاياي  ل قعاة السعيةرل  والإجعراءات رالأخةعاالمسا م  في تقيعي   إا .مدي    مثل  غدادل

 . QC أسلوبلتاسيا في ةريق  ا استخدا قيم  جيدل في 
KEY WORDS: drinking water quality control, End- product test risk assessment, source 

water protection 

 

INTRODUCTION 

Drinking water QC is a key issue in public health policies. Special attention and 

efforts were taken on surveillance and safety of water supply systems that the water as major 

route of cholera transmission. Later, much legislation published focused on standards for 

treated drinking water and on compliance monitoring. Water quality was guaranteed by the so 

called end-product testing, based on spot sampling of the water produced. With this 

procedure, it was possible to bring the very widespread water-borne diseases under control, 

especially those of bacterial origin.  

Over the years, several shortcomings and limitations of the end-product testing 

methodology have been identified. Some of them related to the following aspects: 

 There is a multitude of water-borne pathogens that cannot be detected or they can be 

detected insecurely that occurred through water supply systems that met the standard for 

absence of indicator microorganisms. 

 Often, monitoring results are available out of time of intervention needed to maintain the 

safety of a   supply system. End-product testing only allows checking if the water delivered 

was good and safe (or unsafe) after distributed and consumed. 

 End-product testing hardly can be considered a sound method for representative water 

quality status. A very small fraction of the total volume of water produced and delivered is 

subject to microbiological and chemical analysis. Moreover, the monitoring frequency does 

not guarantee representative results in time and space, as well. 

 End-product testing does not provide safety in itself. Rather is a mean of verification that 

all the supply system components and installed control measures are working properly. 

In recognition of these limitations, primary reliance on end-product testing is presently 

considered not to be sufficient to provide confidence in good and safe drinking-water, 

moving towards to process monitoring by introducing a management framework for safe 

water [Bartram et al., 2001]. 

 

Problems 

Drinking water research and practice has focused mostly on water delivery 

infrastructure, treatment technology, specific contaminants, end-product quality and poorly 

perceived or uncertain understanding of health risks. It is necessary to ask if this focus on 

technology, engineering practice, end-product quality and immediate reactions to a few 

specific contaminants is really a rational basis for managing drinking water health risks. Is it 

the highest or main priority in the provision of safe water? Is the decision making process 

about drinking water research and practice focused on the most important issues to 

consumers and their communities? Furthermore, who decides what the issues and priorities 

are, and are all stakeholders represented or adequately represented in the decision-making 

processes? It must be asked if the process of setting priorities for drinking water research and 

good practice is “scientific”, rational, preventative and visionary? Most importantly, is safe 

drinking water consistently available to everyone?  
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ANSWERS 

Actually, the answers to all of these questions are: “No”. The reality is we need to: 

 address more of the key issues and questions which influence the condition of safe 

drinking water, 

 re-evaluate and set new and better priorities for drinking water research and practice, 

 include more stakeholders in the processes of identifying key issues and setting priorities, 

 become more rational and scientific in the overall approach to drinking water research 

and the provision of safe drinking water, 

 become more visionary and anticipatory of the risks to drinking water safety, and 

 do a better job of making safe water available, accessible and affordable for all. 

In addressing water and health, it is necessary to focus on the fact that water is a 

fundamental human right for all people, communities and societies, and that human behavior 

and the process of daily living is inextricably linked to drinking water. These aspects of 

drinking water and their implications for human health need to be addressed by appropriate 

research and practice.  

  
THE METHODOLOGY 

The proposed methodology request to move away from single dependence on end  

product testing, which will be integrated into a control strategy for consistently ensuring the 

safety of a drinking-water supply system, applying a comprehensive risk assessment and risk 

management approach. The safety of drinking-water depends on a number of factors, 

including quality of source water, effectiveness of treatment and integrity of the distribution 

system. System-tailored hazard identification and risk assessment must be considered as a 

starting point for system management, so a general flow diagram can be represented in figure 

(1) for risk assessment. 
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Fig.1 General flow diagram for risk assessment [Stevens et al., 1995] 
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END - PRODUCT TESTING  

The traditional approach to water quality management placed a great emphasis on the 

routine monitoring of water quality. The results of analysis were compared against acceptable 

concentrations in order to evaluate performance of the water supply and to estimate public 

health risks (Helmer et al., 1999).  

The focus of attention was on end-product standards rather ensuring that the water 

supply was managed properly from catchments to consumer. Although operation and 

maintenance of water supplies has been recognized as important in improving and 

maintaining water quality, the primary aim of water suppliers, regulators and public health 

professionals has been to ensure that the quality of water finally produced met these 

standards. This reliance on end-product testing has been shown to be ineffective for 

microbiological quality of water, as evidence has emerged of significant health impact from 

the consumption of water meeting national standards (Payment et al., 1991).  

The quality of the source protection measures is an important component in 

controlling  whether pathogens may be present in the final drinking water.  

End-product testing has a further weakness in that the number of samples taken is 

typically very small and not statistically representative of the water produced in a domestic 

supply. The focus on end-product testing has meant that action is only initiated in response to 

a failure in relation to the specified water quality standard. However, this typically means that 
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the water has been supplied and may have been consumed before the results of the test are 

known and the increased risk to health identified. As a result, outbreaks occur and rates of 

endemic disease remain higher when good practice in relation to water quality management is 

emphasized. The reliance on end-product testing is therefore not supportive of public health 

protection and whilst it retains a role in assessing water safety, it should not the sole means 

by which risks are managed (Davison et al., 2004). 

 

 

WATER SAFETY PLAN WSP  
The objective of the WSP is to supply water of a quality that will allow health-based 

aims to be met so; the success of the WSP is assessed through drinking-water supply 

observation including the three key components: 

 System Assessment : Which involves assessing the capability of the drinking-water 

supply chain (from water source to the point of consumption) to deliver water of a quality 

that meets the identified targets, and assessing design criteria for new systems; 

 Detection of Control Measures in a Drinking-Water System: For each control measure 

identified, an appropriate means of operational monitoring should be defined that will ensure 

that any deviation from required performance is rapidly detected in a timely manner.   

 Management Plans: Describe actions to be taken during normal operation or extreme and 

incident conditions, and that document system assessment (including upgrade and 

improvement), monitoring, communication plans and supporting programs. Figure (2) shows 

a comparison  summery between Historical and WPS approaches to assuring the drinking 

safety water. 
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PROCEDURE SYNTHESIS FOR  WSP  DEVELOPMENT 
The structure of the methodology in developing and implementing the WSP was  

represented in three parts: Basics: corresponding to the development phase, in which the basic 

aspects needed for risk assessment and risk management are described; Operational Aspect:, 

where, for each element of the water supply step (source, treatment, and distribution), a 

synthesis of risk management, control measures and corrective actions in Critical Control 

Points CCP are established; WSP Practical Application: where, for operational monitoring and 

reporting is stated. 
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Fig. 2 Summary of approaches to assuring safe drinking water 

 [Tibatemw A, Nabasirye and Godfrey 2003] 
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BASICS 

 The assessment of risk  and management, from catchments to the customer, 

constitute the key issues for the whole process. This was made identifying risks and assessing 

their significance, and stating systematic management of the control measures and corrective 

actions needed for their control [Vieira, 2004]. So, three working stages can be defined: 

preliminary tasks (technical inventory of the system); hazards identification and risk 

assessment; and performance reporting. For each of the working stage, supplementary forms 

were designed, as described in Table (1).  

The WSP approach represent in the principles and steps that have been established in 

Hazard Analysis and Critical Control Point HACCP preventive risk management 

methodology [Dewettink et al., 2001; Nokes & Taylor, 2003]. Figure (3) gives a diagrammatic 

overview with the key steps for (WSP) development. 

 

 

Table - 1 Procedure synthesis for WSP  

development for water system in a station [Vieira, 2004] 
 

Working 

Stage 

Supplementary 

Forms 
Contents 

 

 

 

Preliminary 

 Tasks 

Form 1 – Water company 

general organization. 

Flowchart with a summary description of the 

hierarchical structure and functioning. Includes a 

brief description of manager tasks and 

responsibilities for each functional area 

Form 2 – Overview of the 

water supply system 

List and brief description of the main water supply 

system steps. 

Form 3 – Team 

constitution for WSP 

development 

Identification of the WSP team: contacts, functions 

and responsibilities. 

Form 4 – Flux diagram 

construction and 

validation. 

Construction and validation of the flux diagram 

from catchments to service reservoirs. 

 

Hazards 

Identification  

and 

Risk 

Assessment 

Form 5 – Hazards 

identification and critical 

control points CCP 

definition. 

Assessment of hazards that can occur in the water 

supply system. Establishment of CCP. 

Form 6 – Critical limits 

CL definition and 

monitoring procedures 

Definition of CL. Establishing of monitoring 

procedures to confirm if CLs are respected 

Form 7 – Corrective 

actions establishing. 

Hazards removal or reduction. For each CCP 

corrective actions and related procedures have 

been defined. 

Auxiliary Form 8 – 

Definition of instructions 

for CCP control. 

Working instructions for CCP control. Upgrade 

existing or establish new instructions. 

 

Performance 

Reporting 

Form 9 – WSP 

compliance. 

Instructions for the daily functioning of the WSP 

(instructions for maintenance and control of CCP). 

Reports on daily activities and data collected. 

Form 10 –WSP validation 

and verification. 

Assessment of WSP in an annual basis. Analysis 

of external and internal factors and their influence 

on system performance. 

 

 

 

 

 



I.Q. Alsaffar                                                                               Review An Improvement On Technical Operation In  

                                                                                           Drinking Water System For Water Supply Station 

 

 7507 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

WATER SUPPLY SYSTEM IN BAGHDAD 

Service water formations of Baghdad responsible for processing water for the city of 

Baghdad (Baghdad consists of 13 municipalities). The Department of Water Baghdad water 

processed through the first two systems network processing net water for human 

consumption and for a second network for the processing of raw water for purposes of 

watering plants, and the only source of water for the city is the eternal Tigris River. Serving 

the water area of Baghdad, an estimated 5, 917 square kilometers, including the city of 

Baghdad and surrounding areas such as (Abu Ghraib and Taji) ..  

 

Situation: We have been tasked with taking a risk assessment for a town of Anywhere 

Contaminated Drinking Water System. The main components of the system consist of two 

stations and a water storage tank. 

(Station No.1) is for example 50 year old that was recently determined to be under the direct 

influence of supply water with effective filtration. As such, the town had a system installed 

with duty and standby units.  

Additional disinfection is provided by chlorine addition with contact time provided in 

the water previous to the first user. It is aware that the pumping system for this station is old 

and has been experiencing frequent breakdowns. A recent inspection of the station has also 

determined that the casing has some small cracks. 

Preliminary steps 

System 

assessment 

Operational 

monitoring 

Management 

plans 

Validation and 

verification 

Fig. 3 Overview of the key steps in the development of WSP 

[Dewettink et al., 2001; Nokes & Taylor, 2003] 

1- Assemble the team to prepare the WSP 

2 -Document and describe the system 

3 -Construct and validate system flow diagram 

 
4- Identify and prioritize 

5- Characterize risks 

6- Identify control measures 

7- Establish operational and critical limits 

8- Establish monitoring procedures 

9- Establish corrective actions 

 

10- Establish management procedures for normal 

operational conditions 

11- Establish management procedures for exceptional 

conditions 

12- Establish documentation and communication procedures 

 

13- Water quality assessment, installations, and processes 

 

WATER SAFETY PLAN (WSP) 
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(Station No.2) is a 10 year old with good water. Treatment is provided by chlorination 

contact time in the section of water main before the first customer. The facilities and 

equipment for this station are in good working order.  

Each station system has chlorine analyzers in place and monitoring equipment to 

notify the operator (at the site or remotely) on low/high chlorine residual and pumping system 

failure. The system at (station No.1) is also alarmed. There is no standby power at either 

station location. The system operates with (station No.2) as the duty. (Station No.1) is usually 

only brought online during peak demand periods.  

However, the town has been noticing that increased usage in the system has required 

the use of both stations more often. If necessary the water tank in town is capable of 

providing about a day and a half worth of storage in emergency situations (assuming it is full 

and there are up normal occurring). Given the problems with (station No.1) and increasing 

demand, the town has decided to develop the stations in a different setting, however, it is 

anticipated this process could take a year or more to complete. 

 

 

SYSTEM ASSESSMENT 

The system assessment stage of the WSP development uses the information gained in 

the system description and hazard analysis and is designed as a first step in determining 

whether the water supply is able to meet the water quality targets and if not, what investment 

of human, technical and financial resources would be required to improve the supply. At this 

stage, specific control measures need not to be defined, but rather the system is looked at in 

terms of whether it will be possible to define control measures that will allow water safety to 

be assured.  

For example, if the system at (station No.1) a significant not ensured zone, with 

limited human development over the pumping system and the potential to use legislation to 

control activities, the system is theoretically capable of meeting established targets and 

control measures in the catchments can be identified. By contrast, if a supply water from 

(station No.1) where there is extensive human development and there is no disinfection, the 

system may not be able to meet the targets without investment at least in a treatment step. 

The system assessment, therefore, may identify immediate investment requirements essential 

for meeting the targets and which may become control measures. It is unlikely that all control 

measures will rely on infrastructure improvements and therefore even in situations when 

improvements are needed, some control measures can be identified, monitored and managed. 

 

 

IDENTIFICATION OF HAZARDS AND PREVENTIVE MESURES 

The information given by the water supply flow diagram (figure 4) and the deep 

knowledge of the system performance are the basic conditions for hazards identification and 

risk assessment. Occurrences of biological, physical and chemical hazards linked with the 

different steps of the system were investigated.   
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PRIORITIZING HAZARDUOS EVENTS FOR CONTROL 

The definition of control measures should be based on a ranking of risks associated 

with each  hazard or hazardous event. A risk is the likelihood of identified hazards causing 

harm in exposed populations in a specified time frame, including the magnitude of that harm 

and/or the consequences. Those hazardous events with the greatest severity of consequences 

and highest likelihood of occurrence should receive higher priority than those hazards whose 

impacts are mild or whose occurrence is very uncommon. 

There are a variety of means by which prioritization can be undertaken, but most rely 

applying expert judgment to a greater or lesser degree. The approach discussed below uses a 

semi quantitative risk scoring matrix to rank different hazardous events. Within this 

approach, severity of impact is categorized into three major types of event: lethal (i.e. 

significant mortality affecting either a small or large population); harmful (i.e. primarily 

morbidity affecting either a small or large population); and, little or no impact. Table 2 and 3 
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Fig. 4 Flow diagram of the water supply system 

[Dewettink et al., 2001; Nokes & Taylor, 2003] 
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shows the definition of a set of variables for likelihood/frequency of occurrence and 

combined severity/extent assessment with appropriate weighting of variables, and Table 4 

indicates the final overall score of all possible combinations of the conditions. The approach 

recognizes that qualitative rather than quantitative information may be all that is available for 

decision making. However, the qualitative level of relative risk determined based on the 

likelihood and potential impacts of an event is evaluated using a matrix shown in Table 5, 

gives an example of that approach for the scenario in a chlorine analyzers for water supply. 

  The risk analysis model shown in tables is used by the HACCP to calculate the risk 

factor (i.e. score) for each identified hazard (s) arising from a hazardous event. The risk factor 

is defined as: 

 

Risk Factor = Severity of Consequences (S)  *  Likelihood (L) 
 

 

Table - 2 Risk assessment likelihood or frequency of occurrence scale. 
 

Description Definition Weighting 

Almost certain Once per day 5 

Likely Once per week 4 

Moderate Once per month 3 

Unlikely Once per year 2 

Rare Once per 5 years 1 

 

 

Table - 3 Risk assessment Severity of consequence or impact scale. 
 

Description Definition Weighting 

Catastrophic Potentially lethal to large population 5 

Major Potentially lethal to small population 4 

Moderate Potentially harmful to large population 3 

Minor Potentially lethal to small population 2 

Insignificant. No impact or not detectable 1 

 

 

 

Table – 4  A Simple risk ranking matrix 
 

 Severity of Consequences or impact 

Likelihood 

or 

frequency 

of 

occurrence 

scale 

 Catastrophic 
Rating: 5 

Major 
Rating: 4 

Moderate 
Rating: 3 

Minor 
Rating: 2 

Insignificant 
Rating: 1 

Almost 

Certain 
Rating: 5 

25 (Very High) 20 (Very High) 15 (Very High) 10 (High)  5 (Moderate) 

likely 
Rating: 4 

20 (Very High) 16 (Very High) 12 (High) 8 (High) 4 (Moderate) 

Moderate 
Rating: 3 

15 (Very High) 12 (Very High) 9 (High) 6 (Moderate) 3 (Low) 

Unlikely 
Rating: 2 

10 (Very High) 8 (High) 6 (Moderate) 4 (Low) 2 (Low) 

Rare 
Rating: 1 

5 (High) 4 (High) 3 (Moderate) 2 (Low) 1( Low) 
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We can used both a scoring approach as indicated by the numbers in table 4, and 

others which prefer non-numerical classifications describing the risk (as indicated Low, 

Moderate, High , and Very High). It should be stressed that when using the scoring approach 

it is the relative ranking based on the numerical categories rather than the numbers 

themselves that is important. Furthermore, in applying such approaches common sense is 

important to prevent obvious discrepancies arising from applying the risk ranking, for 

instance events that occur very rarely but have catastrophic effects should also be a higher 

priority for control than those events that have limited impact on health, but occur very 

frequently. 

 

 

Table –5 hazardous events identified and assessed for the pumping system 

 

 

CONTROL MEASURES 
The approach provides a relative measure of potential risk that allows hazards present 

in a system to be prioritized for evaluation. Filtering was applied to distinguish significant 

hazards from those considered to be of less significance, and to separate hazards related to 

aesthetic concerns, which did not result in potable water becoming unsafe to consume. Risks 

with a risk factor equal to or greater than moderate were classified as significant risks to 

water quality and were assigned a higher priority for further investigation. Risks with a risk 

factor less than moderate (i.e. risks with a risk factor score of “low”) were classified as risks 

that did not pose a significant risk to water quality. These hazards were assigned a lower 

priority for further investigation. 

After Critical Control Points CCPs identification, Critical Limits CL are established 

based on scientific or operational information. In this case, CLs. have been set according to 

internal standards, operating procedures, and performance targets of the Quality Management 

System. Some of the CLs were taken on the safety side of legal standards parameters, in order 

to guarantee the overall water quality of the system.  

The observance of CLs is verified through a wide range of parameters that are 

monitored with on-site determination. A sampling and laboratory analysis program at 

different points of the system has also been included. It is expected that the control measures 

Process 

Step 
Hazardous Event Hazard Type Likelihood Severity 

Risk 

Score 

Pumping 

System 

Water pumped during an 

earthy storm event results 

in contaminated surface 

water from catchments 

that being pumped 

Microbes and 

Chemicals (nutrients 

and potential 

pesticides from 

agricultural practices) 

Unlikely 

(2) 

Catastrophic 

(5) 
10 

 

Cattle grazing near 

The resource and rain 

events result in 

contaminated surface 

water entering the 

resource 

Microbes and 

chemicals (mainly 

nutrients) 

Moderate 

(3) 

Catastrophic 

(5) 
15 

 

The pumped water from 

the resource causing 

naturally occurring 

chemicals for entering 

water 

Chemicals 
Rare 

(1) 

Major 

(4) 
4 
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and monitoring activities are effective enough to smoothly control the routine functioning of 

the system. However, if and when a CL destruction is detected, corrective actions must be 

considered. 

Performance reporting has been established by setting instructions for the daily 

functioning of the WSP (instructions for maintenance and control of CCP) as well as for the 

assessment of WSP in an annual basis. Analysis of external and internal factors and their 

influence on system performance, with special focus on communication, were also included. 

As presented in figure (5), a structuring procedure for hazard identification of 

Treatment Stage and for set up control measures can be proposed for applying , CCPs, CLs 

and corrective actions. 

 

 

 

 
                                                                                         
 

 

 

 
 

       
           

 

 

 

 

 
        

        

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
        

     In the development of the (WSP) there were (16) CCPs identified but it is realized 

that many of the controls initially identified as CCP will not be further considered if the risks 

are adequately managed with “good management practices” or if effective subsequent control 

exists. This will be an obligatory point of revision after one year of (WSP) implementation. 

Fig.5 Water supply elements for WSP development 

TREATMENT 

T1 Surface water intake 

T1.1 Water construct 

T2 Water storage 

T2.1 Raw water 

reservoir 

T3 Pre-Oxidation 

T3.1 Ozonation 

T4 Re 

mineralization 

T4.1 Lime solution 

T4.2 CO2 

T5 Rapid 

mixing/Floccu. 

T5.1 Coagulation 

T5.2 Activated carbon 

T5.3 Flocculation 

T6 Sedimentation 

T6.1 Pulsation 

clarifier 

T7 Filtration 

T7.1 Rapid sand 

filters 

T8 Disinfection 

T8.1 Chlorination 

T9 Water finishing 

T9.1 pH correction 

T10 Treated water 

T10.1 Post-treatment 

storage 

T11 Sludge treatment 

T11.1 Waste-liquor 

reintroduction 

T12 Pump operation 

T12.1 Pumps 

 (also applicable to 

Distribution) 

T13 Electric power 

station  

T13.1 Energy failure 
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OPERATIONAL ASPECTS 

For each of the CCPs identified, a synthesis of risk management, control measures   

and corrective actions was established. As an example of the (Event T7 Filtration) in figure 5, 

which represent the (10th) CCPs, a designing of operational tables is given in Table 6, where 

the case of rapid sand filtration is considered. It shows an easy way to understand the major 

facts associated to this (CCP): particles and organic matter passing through the porous filter 

media are considered physical and biological hazards; control measures are implemented in 

order to guarantee the quality of filtered water; corrective actions consist of operational 

adjustments in previous treatment steps or higher dosing of chlorine at the disinfection step. 

 

Table -6  CCP. Of Event  T7 (Example for rapid sand filtration) 
 

 

 

WSP  PRACTICAL APPLICATION 

The secretariat of Baghdad set up a special operations room to follow up (cholera) and 

take all measures to prevent the arrival in Baghdad and a follow-up laboratory tests on water 

and the product on a daily basis to ensure its fitness for human consumption and free of any 

distress pollution.  

 

EVENT 
     T 7.1.1 Filter bed supernatant water out of control 

 

CCP. 10 

       Hazard: physical and microbiological 

       Level of risk: high 

 

Hazard 
T7.1.1.1: Organic matter and turbidity not removed 

 

Control 

measures  

     Develop a filter analyzer maintenance plan. Adjust the pumping system 

according to the flow rate to treat. Control backwash water recirculation. 

Establish an equipment calibration procedure 

Operational Monitoring 

What? Unity CL Who? When? Corrective Actions 

Turbidity of 

treated water 
NTU 0.695 A On – Line 

Adjust previous steps 

in order to optimize 

filtration efficiency. 

Higher disinfectant 

dosing 

Color mg/L Pt-Co 22 B Weekly 

Clogging optimal 

point 
mm 2350 

A 

Whenever 

a criterion 

is reached Filtration time hour 70 

Residual 

Aluminum 
mg/L Al 0.2 

B Daily 

Ammonia - N mg/L NH4 0.7 

Cryptosporidium n.º/100 mL 0 B Weekly 



Journal of Engineering 

 

Volume 15  September 2009  

       

Number 3 
 

 

 7544 

The results of the examination in all water projects demonstrated the safety net 

product water from pollutants and fitness for human consumption with an appropriate amount 

of chlorine disinfectants and to eradicate all kinds of microscopic bacteria and microbes. 

Table (7) shows the results of laboratory tests of water [2008 ,أما    غداد]. 
After one year of (WSP previous situation)  practical application, a series of monthly 

reports are already available. From them it is possible to have the first understandings of 

capabilities, vulnerabilities and difficulties for an efficient system management. Figure 6 

present example of turbidity removal efficiency by adding the chlorine proportions that 

mentioned the previous data and the results of laboratory tests of water in the system. 
 

   

Table – 7 The results of laboratory tests of water[2008 ,أما    غداد]   
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Process 

Efficiency of 

Filtration% 

04/12/2008 

Efficiency of  

Filtration% 

07/12/2008 

Raw Water 0 0 

Sedimentation 67.08 97.5 

Filtration 100 98.33 

Treated Water 95.65 98.33 
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CONCLUSIONS 

WSP is a process control oriented management system that can help water suppliers 

to produce and deliver good and safe drinking-water, contributing in this way to improve 

public health protection.  

Development and implementation of a WSP in The Department of Water Baghdad 

water, have also demonstrated that water suppliers can successfully adopt methodologies for 

risk assessment and risk management in drinking-water systems. This water company has 

already quality management systems according to ISO standards (for water quality 

monitoring, and for preventive maintenance of the water system). Performance reporting has 

been established by setting instructions for the daily functioning of the WSP (instructions for 

maintenance and control of CCP) as well as for the assessment of WSP in an annual basis.  

Fig. 6  Turbidity removal efficiency through the water supply system 
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Analysis of external and internal factors and their influence on system performance, 

with special focus on communication, were also included. 
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ABSTRACT 

This study included the convective air drying of a single sweet potato sample which is taken as an 

ellipsoid with (40mm) in the longitudinal direction and (20mm) in the thickness direction. Convective 

heat and mass transfer takes place between the sample surface and its drying environment; while, 

unsteady heat conduction and moisture diffusion take place within the drying body without phase 

change for liquid (evaporation occurs at the surface only).  The numerical solution of the mass, energy 

conservation equations was used; by applying the finite difference technique after using the body fitted 

coordinate system with grid generation techniques. A set of empirical correlations have been employed 

to determine the product properties and the important affecting factors on the drying process were 

studied. The results showed that the product temperature is increased and its moisture content is 

decreased with time and the increase in air velocity caused an increase in the heat transfer coefficient 

and as a result moisture content will decrease and this accelerates the drying process. The numerical 

results were compared with experimental results and showed good agreement. 

 

 :الخلاصة
ملم ( 04)ملم طول و( 04) ذات لعينة مفردة من البطاطا الحلوة ذات شكل بيضوي جفيفالهواء كوسط ت استخدام الدراسة هذه تضمنت 

رطوبة بالانتشار انتقال الحرارة بالتوصيل و الحرارة بالحمل بين سطح العينة ومحيط تجفيفها بينما يحصل انتقال اليحصل ا نتقال . سمك
الحل العددي لمعادلات حفظ  تم استخدام (.التبخر يحصل على السطح فقط)ينة بدون حدوث تغير بالطور للسائل الرطوبي داخل الع

الحسابات  .الطاقة والكتلة باستخدام طريقة الفروقات المحددة بعد استخدام نظام مطابقة احداثيات الجسم مع تقنيات التوليد الشبكي
مع دراسة اهم العوامل المؤثرة على عملية  مجموعة من المعادلات التجربية لحساب خواص المنتجاستخدمت في هذا البحث العملية 
ان زيادة  سرعة هواء التجفيف تسبب زيادة معامل و  مع الزمن بينت النتائج زيادة درجة حرارة المنتج ونقصان محتواه الرطوبي التجفيف

قورنت النتلئج العددية مع النتائج العملية .ى الرطوبي وهذا يعجل من عملية التجفيفانتقال الحرارة بالحمل وكنتيجة لذلك يتناقص المحتو 
 .وبينت توافق جيد
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INTRODUCTION:  
Drying, in general, usually means removal of relatively small amounts of water from material. The 

purpose of drying food products is to allow longer periods of storage with minimized packaging 

requirements and reduced shipping weights .In the chemical industries, drying or dehydration is one of 

the most important processes used in the processing of food and in the storage of grains [Mulet, 1994]. 

Drying is a complex operation involving transient transfer of heat and mass along with several rate 

processes, such as physical or chemical transformations, which, in turn, may cause changes in product 

quality as well as the mechanisms of heat and mass transfer. Physical changes that may occur include: 

shrinkage, puffing, crystallization, glass transitions.  In some cases, desirable or undesirable chemical 

or biochemical reactions may occur leading to changes in color, texture, odor or other properties of the 

solid products, many of these changes are functions of temperature, moisture content, and time. 

Therefore, undesirable effect could be better controlled, if temperature and moisture distributions in 

food as a function of drying time could be accurately predicted [Arun and Devahastin, 2004]. 

Food materials such as grains, fruits, and vegetables have microscopic capillaries and pores which 

cause a mixture of transfer mechanisms to occur simultaneously when subjected to heating or cooling. 

The complex interactions of various phenomena occurring within a material undergoing heating, 

solution dependent properties and the strong coupling between processes make modeling the transient 

moisture and temperature within the material a difficult task, so some simplified assumptions should be 

taken, like ignoring capillary action, all physical changes, chemical or biochemical reactions.  

[Hassini and Azzouz, 2004], performed two models of diffusion to evaluate the moisture diffusion 

coefficient of potato during convective drying by using perforated tray. The first model was analytical 

solution based on Fick׳s law. The diffusion coefficient was found to vary with air temperature and also 

increase with the thickness of the slab at a constant temperature level. The second model consist of 

solving numerically the equation of conservation of mass of both solid and liquid phase which was 

more adequate because it take into account the shrinkage phenomena. 

In modeling drying, the most widely used mass transport model in Fick׳s second law of diffusion using 

the moisture concentration difference as the driving force and Fourier’s law for heat transport model. 

The heat and moisture transfer within individual particles of the material should be understood and 

accurately represented by a mathematical model .In the most general case, the transfer of heat and 

moisture must be considered simultaneously in order to accurately describe the transport processes 

within the material.  

MATHEMATICAL MODEL: 

The goal of the present model is to describe the drying process for a single sample of a sweet potato. 
This  model is based  on  the  fact that during the  single-particle drying  processes, moisture  diffusion  

and  heat  conduction  dominate  inside that particle and  convective  heat  and  moisture  transfer  take  

place  on  the  surface. 

 

Governing Equations: 

The assumptions are as follows: 

1. the potato sample was taken as an ellipsoid having a known initial temperature and moisture 

distribution and subjected to a uniform convective environment of hot air as in Fig1  

2. No phase changes occurs within the drying material i.e. evaporation occurs only at the surface.   

3. Shrinkage phenomenon is not considered. 
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Based on the above assumptions, the 2-D governing equations in Cartesian coordinate system(x, y) 

can be expressed as [Yang, 2004]: 
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Initial and Boundary Conditions: 
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 Material Properties and Methods of Calculation: 

The sweet potato was the food material used in this study because the material properties calculation of 

the potato is available in different literatures. The calculation of these properties was as follows: 

 

Specific Heat Calculation: 
An  empirical  equation  proposed  by [Chemkhi and Zagroba, 2005] to  calculate  specific  heat  which  

takes  into  account  the  composition  of  food: 

 

C P = 4184 (0.406 + 0.00146 T + 0.203 M − 0.0249
2M )                                                                  (7) 

 

Thermal Conductivity Calculation: 

An empirical  equation  developed  by [ Raisul and Mujumdar, 2005] for  solid  and  liquid  foods to  

calculate thermal  conductivity: 
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Moisture   Diffusivity Calculation: 
An empirical equation proposed by [Chemkhi and Zagroba, 2005] and [Kiranoudis and Maroulis, 

1995] to calculate moisture diffusivity as follow: 
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Where: 

a = 1.29 × 10 6  

b = 0.0725 

c = 2044 

 

Heat Transfer Coefficient Calculation: 

The heat transfer coefficient is given by the following empirical equation [Tang and Cenkowski, 2000]: 

 
53.087.809.16 Vh                                                                                                              (10)                                         

 

Mass Transfer Coefficient Calculation: 

The mass transfer coefficient is given by the following empirical equation [Tang and Cenkowski, 

2000]: 

 
553.008073.001959.0 Vh

m
                                                                                               (11)                             

 

Material Density Calculation: 

[Raisul and Mujumdar, 2005] proposed an empirical equation to calculate the density of potato sample 

and as follow: 

 

1253154554.610 2343   MMMM                                                                    (12) 

 

The thermal and physical properties for the heating media (air) are calculated according to the 

equations that are mentioned in different researches and as shown in Table1. 
 

Transformation of Coordinate System: 
The determination of the coordinate transformation is called grid generation. Once the coordinate 

transformation has been determined differential equations must be transformed from physical space 

(x,y) as shown in Fig.(3) to computational space (ξ, η) which is shown in Fig. (4). The transformation 

relating the physical space and the computational space is specified by the direct transformation:                                                               

 

 ζ= ζ(x, y), η = η (x, y)                                                                                                                           (13)                                                               

 

Equation (13) can now be solved on a uniform grid in computational plane. The derivatives of 

yxx
 ,,  and 

y
  are called the metrics of the direct transformation. The Jacobean determinant J of 

the direct transformation is defined as 
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Transformation of the Governing Equations: 

Equation (1) will now be used for transform the conduction equation from Cartesian (x, y)               

coordinate to (ξ, η ) coordinate 
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Finite-Difference Form of the Governing Equations: 
The line successive over relaxation form of the finite-difference equation for the interior node i, j will be as 

follow: 
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Where Γψ denotes (k/ρ cp) or D. 
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RESULTS AND DISCUSSION      
Fig (4) shows the temperature distribution as a function of location. It can be seen that  the temperature of 

the product drops sharply at the beginning of the drying process .This drop indicates that the heat convected 

from the drying air to the product surface can not sustain the higher evaporation rate of moisture during the 

initial period of drying (initial cooling period of the product). Consequently, product surface temperature 

increases rapidly after fifteen minutes which is clearly seen in Fig (4) but the temperature inside remains at 

low values. Also Fig (4) clearly shows that the product temperature in thickness direction increased more 

quickly than that in the longitudinal direction. 
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Fig 1 heat and mass transfer during drying of the 

product 

Moisture 

diffusion 

Heat 

conduction

n 

Moisture 

movement 

Convection 

Evaporation of liquid moisture takes place from the product surface by absorbing the heat of vaporization 

as well as heat of desorption when removing bound moisture. As the initial moisture content at the drying 

surface of the product is high, it can evaporate rapidly at the beginning of the drying process. In Fig (5) 

Product moisture in thickness direction decreased more quickly than that in the longitudinal direction 

starting from the center to the surface due to the small diffusion distance of the product in thickness 

direction (20mm) relative to the distance in longitudinal direction (40mm). Also Fig (5) shows profiles of 

moisture content which have a parabolic shape before flatting at end of drying.  

The convective heat transfer coefficient is directly related to the air flow velocity by eq.(10).An increase in 

air velocity directly influences this coefficient, which promotes a higher product temperature and larger 

moisture loss for a higher air velocity and this higher temperature increases the diffusivity of mass transfer. 

Fig. (6) & (7) is clearly shown moisture will be decreased and temperature will be increased  more fast 

when the heat transfer coefficient value is high and that will accelerate the drying process .This can be 

explained by the fact that the air flow is responsible for decreasing moisture content; while increasing this 

velocity this favors the transport phenomenon. 

 

 
Table (1) The physical and transport properties for the drying air [Raisul Islam and Mujumdar, (2005]. 

 

Property Expression 

air  2921.1106995.41058398.1105101.3 32538  

airairairair TTT  

air  68211313 101964.17109832.4541110.5107676.1   airairairair TTT  

airPr  719.0105335.3101991.4102727.2 42638  

air

air

airair TTTpr  

airK  024.0100291.810474.1108181.6 527310  

airairairair TTTK  
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Fig. (2) Solution region in (x, y) plane 

 

Fig (3) Transformed region in (ξ, η) plane 
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Fig (4) Temperature profiles at time intervals of 15 minutes. 
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Fig. (5) Moisture content profiles at time intervals of 15 min 
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Fig. (6) The effect of convective heat transfer coefficient on 

moisture loss during drying 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                 
        Fig. (7) The effect of convective heat transfer coefficient 

on product temperature during drying 
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CONCLOUSIONS 

From the present work results, the following conclusions can be obtained: 

 The product temperature in thickness direction increased more quickly than that in the 

longitudinal direction. 

 Product moisture in thickness direction decreased more quickly than that in the longitudinal 

direction starting from the center to the surface. 

 Moisture decreased and temperature increased more fast when the heat transfer coefficient 

value is high and that will accelerate the drying process. 
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NOMENCLATURE 

 

Symbol Definition Units 

CP Specific heat of product at constant pressure J/kg.K 

D Moisture diffusion coefficient in product m
2
/ s 

hm Mass transfer coefficient of vapor in air m/ s 

h Convective heat transfer coefficient in air W/m
2
. K 
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hfg Latent heat of vaporization of water J/kg 

k Thermal conductivity W/m.K 

kair Thermal conductivity of air W/m.K 

M Moisture content kg of water/kg of dry solid 

Mo  Initial moisture content  kg of water/kg of dry solid 

Mair Air moisture content kg of water/kg of dry solid 

Prair Prandtl number of air - 

T Product temperature K 

To Initial temperature of the product K 

Tair Drying air temperature K 

t Time sec 

V Air velocity m/ s 

X Axis along product length m 

Y Axis along product thickness m 

 

GREEK SYMBOLS 

 

Symbol Definition Units 

 Density of product kg/m
3
 

air Density of air kg/m
3
 

air Dynamic viscosity of air kg/m. s 

,  General coordinates - 

 

SUBSCRIPTS 

 

Symbol Definition 

air Drying air 

o Initial 
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ABSTRACT   

 
The study described herein deals with experimental and finite element modeling of  

 a variety of composite steel-concrete column segments using shear connectors of different shapes 
and sizes  to provide resistance to slip at steel – concrete interfaces . Hence , it represents a 
qualitative transition in the  experimental and analytical investigations on  shear connectors 

effectivity at steel – concrete interfaces , as most studies  in the field of shear connectors were 
devoted to composite beam and  slab – systems .  

 
Three types of shear connectors – with four concrete grades for each type  – were used in fabricating 
composite specimens . The twelve composite prototypes were subjected to push – out test 

individually to examine their behavior by measuring the slip values for each load incremental till 
failure , thus determining the resistance extent of each connectors type and specifying the failure 

mode at interface .  
 
A nonlinear three – dimensional finite element analysis have been carried out on  twelve composite 

column segments using ANSYS computer program (5 th version , 2882) to investigate their behavior 
and predict their load – slip relationships , equivalent stress distributions and concrete cracking 

patterns . The defined numerical modeling included using the eight node isoparametric brick element 
with smeared reinforcement (SOLID 55 ) and the eight node  isoparametric steel  brick element   
( SOLID75) , to model the reinforced concrete medium and the steel section and shear connectors , 

respectively ,  considering perfect  bond between concrete and steel reinforcing  bars . Nonlinear 
properties including cracking and crushing  of concrete , yielding of steel section and reinforcement , 

and nonlinear bond – slip at interface were also considered .  
 

Comparison of the experimental and theoretical results has shown good agreement that verifies the 
accuracy of the finite element model based on the smeared crack model of concrete .  
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Results have detected the development of the relative movement (slip) be at all ranges of the load-
slip relationship  at interface even with using effective shear connection and /or high quality 

concrete. 
  

The headed studs have revealed the highest slip resistance and ultimate load over the channel and the 
L-shaped studs . The high strength concrete has also revealed the same superiority over the other 
three tested types of concrete .   

 
الانزلاق للقطع  المركبة ذوات الأنواع المختلفة من  -التحري التجريبي وبالعناصر المحددة لسلوك الحمل

 روابط  القص 
 
 

 :الخلاصة 
تعنى الدراسة الموصوفة أدناه بالفحص المختبري والتمثيل بالعناصر المحددة لمجموعة متنوعة من قطع الأعمدة 

وابط القص بمختلف الأشكال والمقاسات لإعطاء مقاومة الانزلاق عند الخرسانية ذوات ر –المركبة الحديدية 
 .أسطح التلامس بين الحديد والخرسانة 

تمثل هذه الدراسة انتقاله نوعية في الأبحاث العملية والتحليلية في مجال فعالية روابط القص عند أسطح التماس  
تختص  –نذ ثمانينات القرن الماضي ولهذا الحين الخرسانية لكون الأبحاث في مجال روابط القص م –الحديدية 

 .في مجال البلاطات   وأنظمة السقوف والعتبات المركبة 
في تصنيع وتحميل   -مع أربعة أنواع من الخرسانة لكل واحد منها  –ثلاثة أنواع من روابط القص   متم استخدا

 .وفحص قطع الأعمدة المركبة 

  
بشكل منفرد    push –out testالاثني عشر  تلك إلى فحص الانضغاط  تم إخضاع نماذج الأعمدة المركبة 

لاختبار سلوك كل منها بواسطة قياس مقدار الانزلاق  لكل قيمة حمل إضافية ولحين الفشل ، وبهذا يتم تحديد مدى 
 .وذج مطاولة كل نوع من أنواع رباطات القص في مقاومة التحميل وتحديد شكل الفشل عند سطح التماس لكل نم

 
 تم استخدام تحليل لاخطي ثلاثي الأبعاد بطريقة العناصر المحددة باستخدام برنامج الحاسوب 

(ANSYS  () ، 2882الإصدار الخامس ) في دراسة السلوك الإنشائي لقطع الأعمدة المركبة الاثني عشر
ئة وأنماط التشققات خلال الأوساط الانزلاق لكل منها ، مع استقراء توزيع الإجهاد المكاف –واستقراء علاقة الحمل 

الخرسانية المسلحة ، يتضمن النموذج  الرقمي  المذكور استخدام العنصر الطابوقي  الايزوبارامتري الخرساني 
 ثماني العقد ذي التسليح الموزع 

      (55 SOLID  )  العنصر الطابوقي الايزوبارامتري الحديدي ثماني العقد ، (75SOLID  )وسط لتمثيل ال
الخرساني المسلح ، و مقطع الحديد الإنشائي ، وروابط القص على التوالي مع افتراض ترابط تام بين الخرسانة 

 .وحديد التسليح 
تم أيضا الأخذ بنظر الاعتبار  تأثيرات الخصائص اللاخطية للمواد والمشتملة على التشقق والتهشم للخرسانة ، 

ي ولقضبان التسليح ، وظاهرة الانزلاق اللاخطي عند  الترابط في أسطح إجهاد  الخضوع لمقاطع الحديد الإنشائ

 . التماس 
بينت المقارنة بين النتائج النظرية والنتائج العملية توافقاً جيداً وبذلك يتم إثبات دقة نموذج العناصر المحددة 

 . المستخدم والمبني على نمط  التشقق المنتشر في الخرسانة 
على امتداد أسطح التماس بين الحديد والخرسانة لغاية الفشل مع ( انزلاق ) وجود حركة نسبية  أثبتت النتائج أيضاً 

تحديد التطور عبر مراحلها  لجميع النماذج الاثني عشر حتى مع استخدام روابط قص كفوءة او خرسانة عالية 
 . الخصائص  

تفوقاً على النوعين الآخرين (   headed studs) أبدت روابط القص من نوع القضبان ذوات الرؤوس الكبيرة 
 المستخدمين من روابط القص

كما أعطت النماذج ذات الخرسانة من نوع . في  مقاومة الانزلاق والحمل الأقصى (  Lمقطع ساقية ومقطع )  
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 خرسانة عالية المقاومة 
(HSC   ) ستخدمة على الأنواع الثلاث الأخُرى من الخرسانة الم –تفوقاً في نفس الخصائص  . 

 
NOTATION:  

 

 

 
                

  nK     Normal stiffness of connector. 

  Ks            Stiffness of connectors per unit length (kN/mm2)  

 N            Number of shear connectors 

  R.C     Reinforced concrete . 

  S             Spacing between shear connectors. 

Ss       Slip at the  steel-concrete interface  

c , o    Shear t ransfer coefficient for closed and opened 

crack. 

  


    Slip. 

      Strain. 

y             Yielding strain of steel p late. 


               Degree of shear connection. 

               Normal Stress. 

                Shear stress. 

                Po isson's ratio 

 

coA       Cross sectional area of stud shear connector. 

Ac         Cross section area of concrete. 

As         Cross section area of steel . 

 Ast      Cross section area of steel in tension .  

cE        Concrete modulus of elasticity.  

sE       Steel modulus of elasticity.  

cuf        Cube compressive strength of concrete. 

 yf       Yield strength of steel beam . 

sG        Shear modulus of steel. 

ch        Thickness of concrete block. 
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INTRODUCTION: 
Numerous amount of research work was done  in the filed of composite steel- concrete beams since 
the early fifties of the last century.  However the most important ones in the last six years are 
denoted here.   

In 2002, partial interaction analysis of beam - column members was made by Wu et al.  [1] , by 
extending the classic linear elastic partial interaction theory to allow for axial forces and also 
boundary conditions associated with plastic hinges . Najem [2] , in 2003, carried out  two theoretical 

models on partially layered beams to simulate a multi- layer beam with interlayer slip. The 
difference between the two models concerns the neglect (or regard) of both slip and separation 

between the layers of the beam . Validation of those models was verified by previous experimental 
evidentce. A model for predicting the stiffness behavior of the steel- concrete composite beam under 
negative bending at the serviceability limit state with different degrees of shear interaction was 

developed by Nile et al. [3] , in 2004 . Accuracy of the proposed analytical method in predicting 
deflection of a cantilever beam was verified on the bases of comparison with finite element 

modeling and  experimental investigation. In 2005 Aziz [4] , conducted a theoretical analysis and an 
experimental investigation of multilayer composite steel – concrete beams of partial interaction that 
permits slip and separation between layers. The developed   method of analysis led to a set of 

differential equations for separation and slip which were solved numerically by the finite difference 
method [4]  . Recently , in 2006 , the behavior of ten steel  - concrete – steel sandwich ( SCSS) 

beams of fully threaded bars  (connected to upper and lower steel plates by nuts ) as shear connectors 
 was studied  by Zebun [5] , in addition to twelve push-out tests using threaded bars of different sizes 
–as shear connectors .   His experimental results showed that the procedure of calculat ing the 

ultimate load of sandwich beams based on plastic analysis can safely be used with a reduction factor 
of o.8 for the shear connectors ultimate force obtained from the push –out test [5] .  

Parallel to the investigative effort defined above, several researches in the field of  
shear –connector behavior and push - out test have been performed . The most recent ones are 
highlighted herein. 

Slobodan and Dragoljub [6] , in 2002 reviewed the most important analytic expressions for the 
strength of shear connectors with special attention to the recommendation given by the European 

standard Ec(4) [7], and gave a commentary in that field. In 2004 , Deanna and  
Rambo –Roddenberry [8] , performed a comprehensive experimental study including 117 
 push- out tests on solid and composite slabs , whose results, along with 61 other beam tests were 

used to propose and veriefy  a new stud strength reduction model. Experimental investigation on 
shear connection between steel and high strength light weight concrete  (HSLWC ) was performed 

by Valente and Cruz [9] , in 2005, to evaluate load-slip behavior . Larose et al [10] , conducted , in 

 
 

ABBREVIATION: 
 

LWAC        Light weight  aggregate concrete  

NWC           Normal weight concrete 

FGC            Fine grain concrete  

HSC            High strength concrete 

CHBDC     Canadian  Highway Bridge Design Code  
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2006, an experimental testing regime using push-out test specimens constructed with  precast 
concrete panels connected to steel flanges with steel studs within a circular grout pocket to 

investigate the reduction in ultimate strength after cyclic loading. That study was done to examine 
the validity of embedding clustered shear studs in high strength grout for construction using precast 
deck panels according to the Canadian  Highway Bridge Design Code (CHBDC) requirements . An 

investigation on the effect of confining reinforcement on the shear capacity and ductility of 
polypropylene concrete –steel composite systems was made by Maleki and Mahoutian [11], in 2007 

through several monotonic push -out test on this concrete type with channel shear connectors . Based 
on comparisons  with result of the specified test setup comprising ordinary concrete specimens or 
polypropylene concrete specimens of confining reinforcement they concluded that the polypropylene 

fibers have no significant effect on the ductility of steel-plain concrete composite system , while 
stirrups in concrete blocks cause this property to increase .  Lastly ,Thorsten [11] , studied  the 

behavior of  light weight  aggregate concrete (LWAC) in composite specimens of headed studs in  
push-out test setup in 2008. He concluded that the empirical basic design rules given in EC(4) [7] , 
for headed studs in normal NWC underestimate the real shear resistance considerably in the case of 

LWAC. Hence it will be necessary to work out new design formulas for the application of LWAC 
[11]. 

The privilege of the present study over the preceeding ones in the specified scope comes firstly from 
its embodiment to a wide and comprehensive experimental investigation of the shear –slip behavior 
for steel - concrete composite segments under push –out test including stiffness, ductility and 

ultimate resistance of those segments for three main types of shear connectors and for four types of  

concrete NWC , LWAC , FGC and HSC separately (thus forming twelve autonomous cases ), and 

making comparisons to show effects of shear connectors and concrete types. Moreover, the present 
study has recorded an antecedence in the finite element modeling of such composite segments under 

push-out test using ANSYS finite element program which has given accurate results as in 
comparison with experimental results.   

 

SHEAR TRASFER MEANS AND TESTING   
 

  :Definition 
In steel-concrete composite structural members (primarily beams ) the force applied to the interface 
between the two components is mainly, but not entirely, longitudinal shear. The interface is an origin 
of severe and complex stresses that require accurate analysis , therefore methods of connection have 

been developed empirically and verified by tests. 
 

:Shear Connector Types and Behavior 
Shapes of shear connectors in common use are specially established to provide adequate resistance 

to uplift as well as slip. They may be divided into two categories :(i) rigid connectors (bars or tees 
with hoops );and(ii)flexible connectors (studs and channels). The two groups differ in the mode of 

failure . While rigid  connectors tend to cause higher stress concentrations in the surrounding 
concrete or even weld failure, the failure mode of flexible connectors is more consistent and less 
catastrophic as they derive their resistance essentially through bending of the connectors. Some 

commonly used types of connectors are shown in Fig 1. The rigid bar, tee and channel connectors 
are limited to shear transfer in one direction only ,while the headed stud  

 
connectors can resist and transfer shear in any direction perpendicular to the shank, making it the 
more useful connector. Adding its simple fastening and little obstruction to reinforcement in 

concrete medium it has become the most common type in practice. It was recommended [12] , for 
that connector , that the shank diameter should not exceed twice the thickness of the steel part so that 

the full static strength of the stud can be utilized. In the present study the headed stud, channel and 
L-shaped types of shear connectors –shown in Fig1  a) and  c) – have been used  
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Fig. 2 shows variation of the bearing stress on the shank of a headed stud connector with stress 
concentration near its base reaching four times the concrete cube strength owing to the concrete 

restraint there by the steel part, the shank of stud and the reinforcement [13]. The two major modes 
of failure are crushing of the concrete surrounding the connector (for sutds with large diameter )and 
connector shearing off at the base (for slender studs) 

 
 

 
 
 

 
 

 
 
 

 
 

 
 
 

 

 

 

Fig.1: Types of Shear Connectors [4] 
 

a ) Headed Stud Connector , b) Bar Connector  , c) Channel Connector , d) Tee Connector    

e) ( L –shape  Connector , f )  Helical Connector . 
 

 

b)  a )  

c)  

Load 

d)  

Load 

 e) 

Fig.2 : Stress distribution on the Shank of a headed stud [13] 

Steel 

Part  



Journal of Engineering Volume 15 June  2009       Number   3 
 

 

 7844 

 
:out Test  -Push  

The shear connector property of most design relevance is the relationship between the transmitted 
shear force and the slip at interface. The load - slip curve should ideally be found from tests on 
composite beams . However , most of such data on shear connectors can be obtained from various 

types of  " Push-out " tests shown in Fig. 3 in which the flanges of a short steel I-section segments is 
connected to two small reinforced concrete blocks [7, 12]. 

                      
 

EXPERIMENTAL WORK  : 
 

Description and Classification of  the Tested  Prototypes :  
 

 
With reference to Fig. 3  , the typical push –out test prototype of the present research work consists 

of a 560 mm long 254mm*147mm*43mm UB standard I-section connected at its two flanges to two 
460mm *300mm*150mm reinforced concrete blocks by means of shear connectors welded to its 
flanges . The concrete blocks are reinforced by 10-mm diameter deformed steel reinforcing bars of 

mechanical properties shown in Table 1 . Their anchorage ends were made according to the ACI318-
2002 sections 7.1 and 7.2  

 
 
 

 
 
 

 
 

 
 
 

 
 

 
 
 

 
 

 
 
 

      

 

 

 

 

 

 

50 

NO TES:  1-all dimensions are in millimeters  
 2-Reinforcing bars are  of 10 mm diameter 

mild. steel 

Load 

460 

150 

200 

300 

Load 

150 

230 

Reaction P/2 Reaction P/2 

Fig .3: Schematic diagram for the typical push – out test prototype of the present    

           work 
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 i ) Based on shear connector type :  

headed stud shear connector containing prototypes : S- connector type . 

channel shear connector containing prototypes : C - connector type .  

L- shaped shear connector containing prototypes : L- connector type  .  

 

The S- and L- type connectors are made of 19mm diameter smooth bars  whose lengths are 100mm  

and 210mm , respectively . Stud head of the S-type connector is of 30mm diameter . The C-type 

connector is a 60mm in length of  UPN 100 standard channel section whose web depth , flange 

width and thickness are 80mm ,40mm and 4mm respectively . Mechanical properties of the specified 

steel bar and channel are given in Table 1   . 

 Any  prototype of S-or L-type connectors contains two connectors –in one row welded to each 

flange , while each flange of any C- type connector prototype contains one connector only . 

Geometries , numbers , location and configurations of the three types of shear connectors are shown 

in Plate 1 . 

 Yield Stress 

(Fy) 

MPa 

Ultimate 

Strength 

(Fu) 

Mpa 

%Elongation 

at Rupture 

Modulus of 

Elasticity 

(E) 

GPa 

Ø10mm Reinforcing Bars 285 510 20 203 

Ø19mm Smooth Bars for 

Stud  

 L-connectors 

290 580 24 202 

UNP Channel for C-

connectors 

240 540 24 205 

I-section 248 400 17 205 
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Table 1 : Mechanical properties of the reinforcing bars ,  smooth bar and channel section 

used to form the three types of shear connectors , and the used steel I- section .  

 

 

 
 

 
 
 

 
 

 
 
 

 
 

 
 
 

 
 

 
 

ii) Based on concrete type .  

- Normal Weight Concrete (NWC) block containing prototypes .  
- Light Weight Aggregate Concrete (LWAC) block containing prototypes . 
- Fine Grained Concrete (FGC) block containing prototypes . 

- High Strength  Concrete (HSC) block containing prototypes .  
 

Designations : 
 

According to the two defined bases of classification , twelve different prototypes have been 
manufactured , fabricated , tested and analyzed in the present investigation .  

Their designations are given herein : 
SNWC, SLWAC , SFGC , SHSC , CNWC , CLWAC , CFGC , CHSC , LNWC , LLWAC , LFGC  
and LHSC  .  

 The first character of each designation refers  to the type of shear connector , while the remaining 
characters  denote the concrete type .  

 

:s and their Constituents Properties of Concrete Type 
 

General : 

With reference to Table 2 the participated constituents of the used concrete types are the tap water , 
cement and natural silica sand . 
Ordinary Portland cement (type I) [14] of chemical and physical properties conformable to the 

associated Iraqi specifications No.5 / 1984 [15] and presented in literature [16] was used thoughout 
this work . 

c) 

Plate 1 : Typical prototypes before casting of concrete showing : 

a) S- types connector , b) C- types connector , c) L- types connector 

b) a) 
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CONSTITUENTS AND QUANTITIES (Kg/ M3)   

M
o

d
u

lu
s 

o
f 

E
la

st
ic

it
y

 (
G

P
a

) 
[2

] 
 

Average[1] 

Compressive 
Strength for 

Cubes at 28 days 

(MPa) 

Silica Sand 

< 0.4mm 

Super  

Plasticizer 
Silica 

Fume 

Crushed 

Porcelinite 

Crushed 

Natural 
Gravel 

Ordinary 

Sand 

O.P 

Cement 

Tap 

Wat
er 

  

 

31.26 
44.2 0 0 0 0 1022 652 500 210 NWC 

 

C
O

N
C

R
E

T
E

 T
Y

P
E

 

 

29.56 
39.55  2 15 520 0 500 500 210 LWAC 

 
32.9 49 747 2 271.5 0 0 320 971.5 233 HSC 

 

 
 
 

 

The physical and chemical tests and the sieve analysis for the normal weight sand used as fine 

aggregate were all conducted in this work according to their  associated specifications (17, 18 , 19, 

20 ) Their results are shown in Table 3 .  

 
 

 

 

Normal Weight Concrete : 

Crushed natural gravel of 10mm maximum size was used as course aggregate for this type of 

concrete . Its specific gravity , absorption ratio and grading were all tested , measured and recorded  
[16] . They were found to be conformable to the I.O. S. No. 45-84 [19] . 

 Property Specification Test Results Award 

1 Bulk specific gravity ASTM C128-88[17] 2.55  
Conformable 

to the associated 
specification 

2 Absorption % ASTM C128-88 2.1% 

3 Dry loose unit weight (Km/m3) ASTM C29-89[18] 1600 

4 Sulphate content (SO3)% I.O.S No.45-84 [19] 0.14% 

5 Material finer than 0.075 
mm%(*) 

B.S882—1965 [20] 0.7% 

6 Fineness modulus (*) B.S882—1965 4.3  

Table 2 : Quantities of constituents and average compressive strength of cubes at 28 days 

for 

             the four concrete types 

(1)  Average cubic compressive strength for FGC at 28 days is 43 MPa . 

(2) Concrete modulus of elasticity = 4700 (Fc ) ^ 0.5   , E for FGC = 30.82 GPa 

From the present experimental work 

* These two properties are obtained from the sieve analysis done in this work [16] 

Table 3 : Physical and chemical properties and grading parameters of the natural sand 

used in 

                the four types of concrete mixes 
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Light weight aggregate concrete  : 

 

Porcelinite crushed particles of 12.5 mm maximum size were used as coarse aggregate in this type of 
concrete to give a unit weight value of 1747 kg/m3 . It also contains a superplasticizer and a hardener 
(as shown in Table 2)  . Physical , chemical and mineral analysis for porcelinite were done by the 

State Company of Geological Survey and Mining " in Baghdad  and were recorded [16] . They were 
conformable with the associated specifications (18, 21 , 22 ) . The grading of course porcelinite 

aggregate was conformable to ASTM(330-87) [23] as concluded from the sieve analysis results [16] 
.The " Tuf Flow 603 " superplasticizer used for ( LWA , FG and HS )concretes  in this work was 
classified into types (F) and (G) in ASTM – (494 (65) with properties presented in Ref. [16] .The 

hardener used in this mix is silica fume (SF) which is a pozzolanic  material of very fine spherical 
particles and amorphous silicon dioxide . Its chemical and physical properties are  documented [16] . 

 

High strength concrete : 

With reference to Table 2 , silica sand (SS) is the substitute constituent of porcelinite particles for the 
HSC mix relative to the LWAC mix . It is an inexpensive extremely hard fine granular material 

(0.15-0.40mm ). Its chemical composition and physical properties are recorded [16] . Table 2 also 
refers to the rather low w/c ratio of HSC mix .  

 

 

Fabrication of Prototypes : 

 
The associated shear connectors for each of the twelve specified push –out tested prototypes 

previously described previously were welded to the two flanges at the appropriate locations by using 
the electrical resistance welding process of E70 electrodes [25] as shown in Plate 1. 

The four concrete types were mixed in a horizontal rotary type mixer of 0.1  m3 capacity    according 
to the ASTM C192-995[26] . Coarse and fine aggregates were first soaked and blended for sixty 
seconds in two – thirds of the required water quantity . For NWC ,  cement and rest of water quantity 

were then added and mixed for three minuted  followed  by additional three minutes of waiting for 
cement hydration . For LWAC , FGC and HSC Ohama's    procedure [27] was followed by formerly 

mixing the required quantities of silica fume (SF) in dry state with the required quantities of cement 
for 15 minutes to ensure the thorough disperse of (SF) powder amongst the cement particles , then 
water was added with continuous mixing until uniform mix was obtained . 

The four concrete mixes were then poured into their lightly oiled moulds which were vibrated for 30 
seconds on a vibrating  table . Except for NWC the risk of segregation is present by floating light 

weight aggregate particles which was extremely reduced by the application of silica fume . Curing of 
the prototype concrete blocks was realized by submerging  in water . The 28 –day age average 
compressive strength values for the four concrete types were obtained from test results of three 

(150*150*150 mm) cubes for each of the NWC and LWAC mixes , and three (100*100*100mm ) 
cubes for each of the 

 FGC and HSC mixes . Those Values are given in Table 2 . 
 

:heme and Testing Procedure Loading Sc 

     
The twelve push –out tests were excuted  using a testing machine of a loading frame and 2500 kN 
Capacity hydraulic jacks which was recently calibrated by the " Iraqi Central Organization of 

Standardization and Quality Control " . Each tested prototype was centrally loaded with two wood 
blocks placed under its two concrete blocks . 5-kN load was initially applied  in order to settle down 

the loading system , then released within ten seconds . 3-kN incremantal loading series was then 
applied up to failure and  the vertical slip value  of the steel I – section relative to the two concrete 
blocks were measured at the level of shear connectors by means of calibrated dial gauge readings to 

0.002 mm precision as shown in Plate 2 for each load increment .  
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Plate 2 : Typical prototype and push – out test machine with dial gauges attached to the 

concrete  

               blocks to measure relative vertical slip . 

 

The downward concentric load was applied to the end of the steel I-section by the crosshead of the 
machine acting through a ball seating , with care being taken each time in centering the load . The 

total duration of the test up to the failure point is about 45 minutes . If the prototype remained intact , 
loading was continued until severe cracking in the concrete block or fracture at the connectors 

occurred  .  
Measurements of the slip all the twelve push-out tests are plotted against the applied loads in figure 
to come later  7 and 8 . Values of the secant shear stiffness Ks for the twelve prototypes were 

calculated by dividing values of half's of the ultimate loads by the corresponding slip values and 
given in Table 4 that comes later .  

  
 
 

 
 

 
 
 

 
 

 
 

 

 

 

FINITE ELEMENT ANALYSIS– "ANSYS" MODEL  

Definition : 

The commertial finite element package ANSYS  [28] (Analysis System Version 5.4) was set up-with 
its parameters calibrated  - and used in the analysis of the present twelve composite segments . The 

computer program has the capacity of solving linear and nonlinear reinforced concrete problems 
including the effects of cracking  , crushing , shrinkage and creep of concrete , yield , placticity , 

creep , swelling , large deflection and large strain capabilities of steel  sections , connectors and 
reinforcing bars , bond slip between shear connector ( or steel rebar's) and the surrounding concrete 
medium , and temperature changes .  

ANSYS Main Features  
Concerning the present composite steel - concrete segments with steel shear connectors , the features 

for the program are specified :  
Material Nonlinearities :  

Nonlinearity properties of materials , namely cracking and crushing of concrete in tension and in 
compression , respectively and yield of the steel I-section  , shear connectors and reinforcing bars  

were taken into account through ANSYS operations .  
Element Types : 

  i ) Steel I-section and shear connectors : 
SOLID45 isoparametric element was used for three dimensional modeling o f the mentioned steel 
parts . The element is defined by eight nodes  each  having  three translational degrees of freedom as 

shown in Fig.4 .The element has plasticity , creep , swelling , large deflection and large strain 
 capabilities . 
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ii) Reinforced concrete blocks : 

 
 
 
 
 
 
 
 
 

 SOLID65 isoparametric  element was used for three dimensional modeling of the reinforced 
concrete blocks . The element is also defined by eight nodes each having three translational degrees 
of freedom as shown in Fig.5 . It is capable of plastic deformation , cracking in three orthogonal 

directions , and crushing . The steel reinforcement was introduced into this element by assuming it 
smeared throughout the element . Any orientation of the steel rebars is permitted . Use of this 

approach  is supported by the fine – meshing of the concrete blocks , especially at locations of the 
reinforcing bars as recommended by the computer  program [28] . 

 

 
 

 
 
 

 
 

 
 
 

 
 

 
 
 

 
 

 
 Fig. 5 : Solid 65 three dimensional structural solid elements [28]. 

 

Fig. 4 :     Solid 45 three dimensional structural solid elements [28] 
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Meshing : 

 

Mesh controls of the computer program  , if used , allow to establish the element shape , midside 
node placement  , and element size to be used in meshing the solid model . This operation is one of 

the most important  steps of the entire analysis . Volume elements (like SOLID45 and SOLID65 ) 
can often be either hexahedral (brick) or tetrahedral shaped , but a mixture of the shapes in the same 
model is not recommended . Hence , the tetrahedral shape was found to be suitable for meshing the 

steel I-section , shear connectors and the reinforced concrete block of the present composite 
segments . 

Interfaces :    

Bonds between the reinforcing bars ( or the shear connectors ) and the surrounding concrete of  the 
two blocks of each prototype were  all assumed to be perfect . Bond slips at those specified surfaces 

were then not allowed Accordingly , the defined contact locations were represented by participated 
nodes and the use of interface finite elements becomes unwarrantable . 

Nonlinear Solution Algorithm  : 

 The nonlinear equations of equilibrium were solved using an incremental – iterative technique under 
load procedure . The full Newton –Raphson method was used for the nonlinear solution algorithm  

and the displacement criterion is used as a convergence criterion [28] . 
Modeling of the Composite Prototype :  

The steel I-section  , the two concrete blocks and the steel shear connectors of each  of the twelve 
studied composite prototypes were divided by ANSYS computer program into numbers of small 
tetrahedron SOLID45 and SOLID65  elements  as appropriate . After load application , stresses  and 

strains were calculated at integration points of those elements . An important step in the finite 
element modeling is the selection of the mesh density . The appropriate mesh densities for the twelve 

composite members were selected on the bases of a convergence study that determined the level of 
mesh reinforcement  at which an increase in the mesh density was of a negligible effect on the 
results .  

Based on that principle the degree of mesh refinement for each of the twelve composite segments 
was determined , then the number of the three  dimensional elements for each component of the 

composite segment was obtained . The finite element mesh pattern, and the applied load and reaction 
simulations by ANSYS package for three typical composite prototypes comprising the three used 
types of shear connectors are shown in Fig. 6 . 
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PRESENTATION AND DISCUSSION OF RESULTS:   

Outline : 

The main objective of this study is to examine experimentally and assess theoretically the structural 

behavior and strength of concrete – steel – concrete composite segments with partial shear 
connection. Varying degrees of shear connection were realized by introducing different shapes and 

penetration depths of shear connectors and different types of concrete into the twelve composite 
segments subjected to push – out tests. The general behavior and test observations of those degrees 
of shear connection have then been discussed , with special attention to the correlation between the 

finite element prediction and the experimental evidence. 

Inspection of Experimental Results :   
 

General load – slip behavior : 

Figs.7 and 8 explain the characteristics and stages of the load – slip behavior along test history of the 

twelve tested composite prototypes. Regardless of the difference between the degrees of shear 

b) a) 

Applied 

load 

c) 

Fig . 6   : Finite element meshes and the load and reaction simulations for three typical composite 

segments of the twelve prototypes comprising the three used types of shear  connectors as modeled 

by ANSYS .         a) case of headed stud . b) case of channel stud .   c) case of L- shape stud . 
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interaction ( represented by the types of shear connectors and concrete ) of the twelve prototypes, the 
test history ( load – slip relation ) can be subdivided into three ranges. 

The first range was the serviceability stage in which the load increases almost linearly up to about 60 
– 68 % of the ultimate ( maximum ) load and the vertical shear force acting at the steel – concrete 

interface was tramitted principally by the connector root . Because of the load concentration at  the 
weld collar of the connector , only small deformations occured . Therefore , it is reasonable to regard 
full shear connection in that stage .  

The second range extends from end of the previous range till the ultimate stage for which a 
significant nonlinear increase of the deformation was inspected . That loss of stiffness was caused by 

the local crushing of concrete around the foot of the shear connector and thus by a load distribution 
from the weld collar to the shank of the stud (or web of the channel –connector ) , resulting in 
flexural and shear deformations of the connectors which depend  wholly on the modulus of elasticity 

of concrete [11] . At this range the first cracks in the concrete blocks were observed . 
The third range extends from the ultimate state  till failure , where lower load levels were reached 

step by step  . A ductile behavior was detected ( especially for Stud and L-connectors ) because as 
one stud failed , there was enough capacity in the neighbouring   studs to absorb the load . 

Effect of Shear Connector Type :   
 

     With reference to Fig. 7 , it is obvious that the stud – type connector revealed the highest values 

of the seviceability  stiffness and the ultimate load capacity , followed by the L- type connector . 
Experimental work proved that the channel – type connector is the weakest in the two defined 
flexural parameters , which may primarily attributed to its relatively narrow cross-sectional 

dimensions and penetration depth , then to its be inability to absorb the load shed after the first yield 
( as only one channel – type connector was attached to a flange ) . Percentages of excess in the 

values of the ultimate load capacity for the tested composite prototypes with Stud- type connectors 
over the corresponding values for the associated prototypes with L- type connectors were 40% , 20% 
, 29.5% and 57% , for NWC, LWAC , FGC  and HSC  concrete types , respectively , while the 

corresponding percentages of excess for the case of Stud – type connectors relative to the channel –
type connectors were 78% , 40% , 65% and 92% for NWC , LWAGC , FGC and HSC concrete 

types , respectively . 
 
 

 
 

 
 
 

 
 

 
 
 

 
 

 
 
 

 
 

b) a) 

            SNWC 

           LWAC  

          CNWC 

 

c) d) 

Fig.7 : Load – slip relationships obtained experimentally for the three tested types of shear 

connectors embedded in each of the four used types of concrete . a) in NWC,   b) in LWAGC , c)in 

FGC  , d) in HSC  
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EFFECT OF CONCRETE TYPE:  

 
Recalling  the difference between values of the E- modulus for the  four used concrete types NWC , 

LWAGC , FGC and HSC, the inspection of  Fig.8 ( which shows the load – slip relationships for 
each type of shear connectors embedded in the four concrete types in one graph for the sake of 

comparison ) leads to the following remarks :  
i) In general the same trend of this relationship (formerly subdivided into three ranges ) is detected 

for the four concrete types . 

ii)In the first (serviceability ) range of that relationship the behavior of the two stronger types of 
concrete (NWC , and HSC ) under working loads differ only irrelevantly  from those of the two less 

strong concrete types (LWAGC and FGC) because of the bigger initial – stiffness of the two stronger 
types by about 40-56% . This fact is not of great significance because of the small deformations at 

this load level .  

iii) In the second range (extending from first yield up to ultimate stage ) wide difference is shown in 
the development of the load - slip curves for the two weaker concrete types (LWAGC and FGC) 

relative to the two stronger types (NWC and HSC) . This is mainly because of the loss of stiffness 
due to local  crushing the concrete around the foot of  the shear connector .  

iv) In the third range ( from the maximum load stage till failure where lower load levels were 

reached gradually ) similar wide difference between  development of the relationships for the two 
weaker and the two stronger concrete types resulted . This is mainly due to the difference in the 

elastic bedding between the cases of the stronger and the weaker concrete types [11] . 
From another point of view the effect of concrete type on load-slip relationship can be evaluated on 
the bases of the shear stiffness parameter Ks   value which is defined as the load –slip ratio at a 

load level of 50% of the ultimate load , thus representing slope of the secant stiffness at that load 
level of the relationship and giving an indication to the average load- slip relationship and the level 

of the ultimate load . Referring to Table 4 (which gives values of the Ks parameter for the twelve 
tested prototypes ) it can be noticed that the effect of concrete compressive strength 
 ( which decreases monotonicly  for HSC to NWC to FGC to LWAGC by the evidence of Table 2 ) 

on the Ks parameter is vital . In its absolutely maximum particular case the reduction in the Ks 
parameter reaches 66% when the concrete  type is changed from  HSC to LWAGC with channel – 

type connector .  
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Table 4: Variation in the values of shear stiffness parameter Ks  for the twelve tested 

                 prototype) relative to the NW concrete type for each of the three types of shear 

                  connectors  obtained experimentally  

 
 

 
 

 
 
 

 
 

 
 
 

   
 

 
 
 

 
 

 
 
 

 
 

  
 
 

 
 

 
 
 

 
 

 
 
 

 
 

 
 
 

 
     

 
 

Connector type 

used with 

concrete  type 

50%Ultimate 

load 

(kN) 

 

Slip 

corresponding 

at 50% 

(mm) 

Ks 

(kN/mm) 

% 

difference 

(Ks) with  in 

NWC 

SNWC 196.8 0.734 268.122 0 

SLWAC 165.2 1.48 111.623 -58.4 

SFGC 174.7 1.21 144.38 -46.2 

SHSC 219.3 0.64 342.65 27.8 

 

LNWC 152.1 1.01 149.7 0 

LLWAC 138.8 1.76 78.86 -47.3 

LFGC 98.4 1.31 75.12 -49.9 

LHSC 174.4 0.82 212.7 42.08 

 

CNWC 112.5 1.18 95.334 0 

CLWAC 89.6 1.88 47,658 -50 

CFGC 103.3 1.42 72.7 -23.75 

CHSC 144.6 1.04 139.03 45.8 
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Correlation between Finite – Element  Prediction and Experimental Evideuce  : 
 

With reference to Fig. 9 which shows the load – slip relationship determined by the ANSYS model ( 

according to the formerly mentioned concepts and fundamentals ) beside the corresponding results 
obtained from the present experimental testing for each of the twelve composite prototypes , the 

following concluding remarks are recorded : 

i) Good agreement between the experimental and numerical investigations in describing and 
evaluating the charactaristics of the first stage (linear  serviceability range ) is obtained  , mainly the 

initial stiffness .  
ii) The numerical model was accurate in predicting the ductile elasto-plastic trend of the load – slip 
relationship . This remark was confirmed by the complete coincidence between the experimental and 

theoretical values of the deflection at failure for all prototypes .  

b) 
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a) 

 

Fig. 8 : Load – slip relationships obtained experimentally for the four used types of concrete 

             with  each of the three tested types of shear connectors : 

a) with Stud-type connector , b) ) with channel-type connector ,  c) with L-type connector 

c) 
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iii) The numerical model gave no distinct transition from the second  to the third fiormerly defined 
ranges of the studied relationship . 

iv) According to the last remark no distinct ultimate stage point was detected from the load – slip 
relationship of the finite element model , leading to a noticable difference in the maximum load 

resistance values given by the experimental and theoretical analysis .  
v) The unability of the present numerical model in describing the third range of the load- slip 
relationship ( beyond the maximum load stage till failure load where low load levels were attained 

gradually) , has led to failure values not in coincidence with the corresponding experimental ones .  
vi) The view drawn from Tabel 5 , which shows that the percentage difference between the 

theoretical and experimental values of the Ks factor , is fairly positive . The maximum defined 
difference is 19.05% for SHSC prototype ( the absolutely  strongest one )   , while the minimum 
difference is 3.318% for CLWAC prototype ( the absolutely weakest one ) . The avarege difference 

for  the twelve prototypes is 7.58% , a quantity  reflecting the accuracy of the present finite element 
model in simulating the tested composite segments . 
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Table 5  : Experimental and theoretical values of the shear stiffness parameter Ks and  

                    the percentage difference between them for the twelve studied composite segments . 
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Fig. 9: Experimentally and theoretically obtained load  -slip relationships for the twelve studied composite 

prototypes :   a)SNWC , b) SLWAC , c)SFGC d) SHSC , e) CNWC , f) CLWAC , g) CFGC , h) CHSC ,  

                         i) LNWC , j) LLWAC , k ) LFGC , l) LHSC 
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CONCLUSIONS : 
 

 

 

The following conclusions have been reached in this study so far : 
 

- Regardless of the degree and state of partial interaction at the steel-concrete interfaces the twelve 
tested composite prototypes  have given the same general trend ,  features and characteristics of the 
load – slip relationship consisting of the main three ranges detected in few recent experimental 

researches , especially the linearly , high stiffness and precise limit of the serviceability stage (60-
68%) of the ultimate load ).  

 
- Further comparative inspection of the load-slip curves for the twelve tested composite prototypes 
shows the significant and quantitively  - organized differences between their ultimate load values at 

ends of the second ranges of their curves accompanied by slight differences in the corresponding slip 
values . 

 
- The comparative inspection also shows the same general signpost of differences in levels of load – 
slip curves in the third range (from ultimate stage till failure ) for the twelve tested prototypes . More 

significant differences in the extensions of slip beyond ultimate stages for the twelve prototypes are 
attained , referring to significant differences in ductility .  

 

- The shear connector shape , penaration  depth and configuration are of major effects on 
serviceability stiffness and extension , ultimate load capacity , and ductility of the shear in  partially 

interacted  steel- concrete composite segments . The S- type connector  comes in the vantage 
followed by L-type one . 

 

- Quantitatively speaking with regard to connector type effect on ultimate load capacity of composite 
segments , the average excess percentages in that property values for segments with S-type 

connectors over segments with L- type ones are 48.5% and 24.8% for the stronger ( NW and HS)  
and for the weaker (LWA and FG ) types of concrete , respectively  . The corresponding average 
excess percentages for the case of S-type connectors relative to C-type ones are 85% and 52.5 % for 

the stronger and weaker types of concrete , respectively . 
 

- The first ( serviceability ) range of load- slip relationships for the composite segments revealed 
relatively slight effect of the concrete elasticity modulus (E-value)on stiffness of segments under 
working loads (in spite of the rather large differences in the initial stiffness values of about 40-56% 

between the two stronger and the two weaker tests types of concrete . This is due to the small 
deformations at the service load levels .  

 
- The ultimate compressive strength of concrete directly affects the development of the load-slip 
curve in the second range (from end of service stage to ultimate stage ). The higher the difference in 

concrete strength  this property values of concrete types , the wider are the differences between 
levels and extensions of those curves in that range , a criterion   confirming the prediction of 

stiffness loss due to local crushing of the concrete surrounding the connector foot  . 
 

- Similar wide differences between levels and extensions of the load –slip curves for the two stronger 

and the two weaker tested types of concrete are obtained . 
 

- The shear stiffness parameter Ks of a composite segment of partial shear interaction at steel- 
concrete interfaces is solely affected by the concrete compressive strength . The present work  shows 
that 66 % reduction in Ks value is attained when replacing HSC by LAWC in composite segme nts of 

C- type connectors .  
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-In regard to the correlation between the finite element prediction and the experimental issue for the 
steel – concrete segments of various types and levels of partial shear interaction at interfaces , the 

numerical model has proved its efficiency and accuracy in predicting characteristics of the 
serviceability stage and the ductile elasto- plastic trend of the load-slip relationship , which appears 
precisely  in the highly accurate computation of slip value at failure . 

 
- On the other hand , ability of the present finite element model in giving distinct border between the 

second and third range of the load-slip relationship and in protruding the ultimate stage was limited , 
this has led to discrimination between the third range of the load-slip relationships of the numerical 
model and the experimental work . 

 
– The present finite element model has proved its efficiency in computing the shear stiffness 

parameter Ks values as compared with the corresponding experimentally obtained values . 7.58% 
comprehensive average difference between the two methods is attained .  
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